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i. Abstract 

Increased use of internet has led to increased sharing, storing and distribution of the 

digital media across the globe. In the current era, huge amount of digital media i.e. text 

documents, image, audio and video is being populated and distributed at very fast rate. 

Therefore, it is very important to maintain the authenticity and copyright information of the 

digital media. Also, security of the digital media during transmission and receipt is an 

important issue. It is observed that the digital media is prone to malicious attack and being 

pirated. Watermarking is one of the solutions for providing the security, authenticity and 

copyright to the digital media. Watermarking has been used in many applications in the area 

of image processing, speech processing, broadcasting of digital media etc.  

The basic entities on which watermarking is applied are text documents, images, 

audio and video.  It becomes important to achieve robustness, security and imperceptibility 

while transmitting the data with watermark. Lot of research is already been done in text and 

image watermarking as compared to audio and video. In this paper we discussed about 

important concepts of digital audio watermarking and explain few important applications 

through the literature survey of various techniques used for it. 

Keywords : Digital audio watermarking, Robustness, Watermark embedding and extraction, 

DCT, DWT, SVD, LSB, Watermark security and challenges. 

 

ii. Introduction   

The term Watermark was initially used at Bologna, Italy in 1282 in paper mills as 

paper mark of the company. From long back watermarks are being used in currency notes and 

postage stamps of many countries.  The term Digital watermark was discovered in the year 

1992, by Andrew Trickle and Charles Osborne.  



Steganography is similar technique to watermarking but the basic difference here is 

that in steganography the digital data is hidden within other data for secure transmission.  It 

doesn’t provide copyright and can’t handle the attacks. Its purpose is to just hide the 

information inside the digital media. 

Digital audio watermarking is a process of hiding secure information (called as 

watermark) within a digital audio file, without affecting the quality of the original audio 

signal. [3,9]. As compared to image watermarking, Audio watermarking is more challenging 

because it is observed that the hearing capacity of humans is more powerful than the visual 

field. It makes use of HAS (Human Auditory System) properties such as frequency range, 

frequency discrimination, amplitude discrimination, Amplitude range. 

 

iii. Important Properties of Audio Watermarking [1, 4, 8, 9] 

Following are some important properties of audio watermarking. 

Perceptual transparency. 

It deals with the quality of original signal. Simply it is can be defined as the quality of 

watermarking procedure in which the quality of original signal is not degraded while 

inserting the watermark into original audio signal. In another words Perceptual transparency 

means that the algorithm used for watermarking should insert watermark data without 

degrading the quality of the host audio signal. This property also tells that the watermark  is 

visible through human sensible organ or not.  

Fidelity 

Fidelity of a watermarking algorithm is viewed as the perceptual similarity between the 

watermarked audio and the original host audio signal when they are presented to a consumer. 

It is possible that the quality of watermarked audio signal may degrade while transmission 

because of adversary. The watermarking system should be able to minimize the changes in 

the host signal. It should keep the changes minimum as much as possible, and unnoticeable. 

Also the watermark should be invisible. 

Watermark Bit rate  

The total number of bits from the watermark signal which are embedded in the host audio 

signal in the duration of one second is called as Bit Rate. And it is given in terms of bits per 

second (bps). 

Robustness   

Robustness is the most important property of all watermarking techniques. It means that the 

watermark should be robust to withstand maximum possible attacks and threats. It can also be 

defined as the ability of watermarking algorithm to withstand against easy extraction of the 

watermark on application of common signal processing manipulations. Which means that the 

watermark should not be easily removed and detected only through authorized person. 

Security  



The host signal should be secure against the attacks after embedding the watermark into it. 

The attacker must not be able to easily detect the presence of embedded watermark. Anyone 

should not be able to remove the embedded data.  Any unauthorized user should not be able 

to extract the data within a specific amount of time. Also, even if the attacker knows the exact 

watermark embedding algorithm, he should not be able to extract the watermark. Security can 

be increased with the help of encryption and decryption keys at the time of embedding and 

extraction process. 

 

iv. Watermarking Procedure [1, 2, 3,5,7] 

It is a procedure through which watermark signal is carried along with original signal. To 

achieve robustness, watermark is embedded without affecting the quality of the original audio 

signal. It consists of two steps: 

1. Watermark Embedding 

2. Watermark Extraction  

The secret signal which is embedded into host signal is called as watermark. The original 

signal into which watermark is embedded is called as cover object. After embedding the 

original signal gets modified, which is called as embedded signal or watermarked data. In 

some applications we may have to use encryption key to improve the security and 

robustness of watermark. 

 

 Fig. 1 Watermark Embedding 

The embedding block, shown in Figure 1, Embedding procedure takes three inputs:  

watermark, original signal, and watermarking key. It produces watermarked signal as the 

output.  



Whereas the inputs to the extraction block are embedded object, watermark key (decryption 

key if encryption is used while embedding). It produces the watermark as output as shown in 

Figure 2. 

 

     Fig. 2 Watermark Extraction 

v. Applications of Audio Watermarking [1, 2, 7, 9, 10] 

 

1. Copyright protection  

Copyright protection is one of the important applications of watermarking. The objective here 

is to add copyright owner’s identification information into the signal through watermark. It 

prevents others from claiming the copyright for same signal. This application needs to satisfy 

the high level of robustness and security.  

2. Fingerprinting  

High consumption of digital audio and video has led to many possible attacks. Multimedia 

piracy is a serious issue nowadays. Many companies want to add legal information along 

with the multimedia data to prove its authenticity and ownership.  

Digital fingerprinting is the procedure in which a serial number is added to multimedia data 

and is used to trace the original legal buyer of the data. It deals with embedding the 

watermark into different distributed copies. It is basically used to carry information about the 

legal recipient of digital media. It enables to identify single distributed copies of digital work. 

It is very much similar to the concept of serial number of software product. It also requires 

high degree of robustness.  

3. Content Authentication  

There is a possibility of attacks during the transmission of digital media. The original signal 

may get modified. The purpose of this application is to detect any modifications to the 

original data.  This application aims in finding the authenticity of original signal. 

4. Copy Protection  

Protecting the digital data from unauthorized copy. This application is used to protect the 

original content from unauthorized copy.  It has been observed that copy protection is little 

bit difficult to achieve in open systems. However, in closed systems it is easily possible. In 



closed systems we can use watermarks to indicate the copy status of the digital media. The 

status can be like copy once or never copy. Also, we can use the copy software or a device 

which is able to detect the watermark. The system should be able to grant the requested 

operation based on the copy status of the digital media being copied.  

5. Broadcast Monitoring  

The process of tracking the digital media broadcasting channels for checking whether they 

are following the broadcasting laws and protecting the intellectual property rights. 

While broadcasting the audio and video data such as advertisements it becomes important 

that they should be broadcasted on the time after they are purchased from the broadcasters. 

And it should be monitored.  

There are many techniques available for broadcast monitoring. Some methods are costly and 

involves lot of errors. Hence there is a need of automatic monitoring. One solution to this is 

to use the watermarking techniques. With watermarking we can embed the watermark in the 

original work being broadcasted. And then a computer-based monitoring system can detect 

the embedded watermark, to make sure that they receive all of the digital data they purchase 

from the broadcasters. Hence this application requires a good watermarking technique and 

monitoring software. 

 

vi. Possible attacks on Audio Watermarking. [1, 7, 9, 20] 

As mentioned earlier, robustness is the most important property of any watermarking. It can 

be verified by subjecting it to various attacks. Resampling, noise, filter, and cropping are 

common signal processing attacks.  

 Resampling: Resampling is nothing but the change in digital audio signal by altering the 

sample rate. In this type of attack, the sampling rate of digital audio signal is converted from 

one sampling rate to different one.  Changes are made to sample values of the watermarked 

audio signal. For example, if watermarked audio signal sampled at 16 kHz, then it is 

resampled stepwise such as initially it is resampled at 8 kHz and then up sampled again to 

16 kHz.  

Noise: Noise is an unwanted signal added to original signal during the transmission or 

processing. Noise makes it difficult for the original signal to reach its destination. Noise 

affects the quality and usefulness of digital media. In this attack, most of the times an attacker 

can add Additive white Gaussian noise (AWGN) to degrade the quality of original audio 

signal as well as the watermark. 

Filtering Attack:  A filter is basically used to remove the unwanted features from digital 

signal. However, attackers may use some types of filters to extract the watermark from 

watermarked signal. In this type of attack, the watermarked audio signal is passed through a 

filter. Commonly used filters in signal processing are Low pass and high pass, and band pass 

filters. In watermarking attacks, generally a low-pass filter is used to remove the low-

frequency component from it.  



Cropping Attack:  In this, some part of the watermarked audio signal is removed. And then it 

may be replaced by noise.  For example, If the original watermarked signal contains 50,000 

samples, then the attacker may remove 20000 out of 50,000 samples and replaced them by 

noise. Hence the overall quality of watermarked signal is degraded and some part of 

watermark may get removed, which makes the signal useless. 

Cryptographic Attack: Encryption and decryption keys may be used to enhance the security 

of watermarked signal. But there are many types of cryptographic attacks available to steal 

the keys such as brute-force attack, replay attack. Attackers makes use of these cryptographic 

attacks break the security of watermark by stealing the key used for watermarking procedure. 

Once the attacker obtains the key, he can rewrite the watermark or he can guess the 

watermark data. 

 

vii. Different Techniques used for Audio Watermarking. [1, 9,14] 

Watermarking techniques are classified based on variety of criteria such as perceptual 

quality, accessibility, type of data used in watermarking (text, image, audio, video), type of 

applications etc. However, implementation of Audio watermarking technique can be done  

into two major categories,  

1) Time domain: These are simple techniques which makes use of modification to 

the bit values of the original signal. 

The advantage of these techniques is that the original signal is not required while 

extracting the watermark. As well as they provide good payload capacity.  

The drawback here is that they are not robust and get distorted by attacks. It has 

sub types such as, 

a) Additive Watermarking 

b) Watermarking based on substitution. 

 

2) Transform domain: These are the techniques which makes use of different 

transforms like DFT, DCT, DWT. The audio signal is converted into its transform 

coefficients. The watermark signal is embedded into these coefficients. Then 

inverse transform is applied to obtain watermarked audio signal back. It has 

subtypes such as, 

a) Substitution based Audio Watermarking 

b) Additive Watermarking 

c) Multiplicative Watermarking. 

 



3) Hybrid Techniques: These techniques make use of combination of two or more 

transforms for watermarking process. The most widely used combinations are 

DWT+DCT, DWT+SVD, DWT+DCT+SVD. 

LSB Method [1,2,7]: It is mostly used in image watermarking for applications such 

as copyright protection. It is very easy and simple technique. In this method the bit 

value of least significant bit is replaced by the watermark signal. Changing the LSB of 

a pixel do not degrade the quality of original image up-to a large extent. These 

changes in original image are not visible to human visual system because the intensity 

of pixels doesn’t change much.  Up to 4 bits can be used to hide secret information. 

However, this technique has a drawback that it is not much secure, hackers can easily 

find out the hidden information if they come to the technique. Also, there can be 

undesirable noise and data can be lost if lossy compression techniques are used. 

 

DFT [1] 

DFT is a very basic and important technique in transformation domain. It is used in 

many applications for performing Fourier analysis of the input signal. It decomposes 

the signal into its fundamental sinusoidal frequency coefficients. These coefficients 

are then replaced by watermark signal. A DFT for sequence of N complex numbers 

X{n} = x0, x1, …xN-1    is converted into another sequence of complex numbers by 

using, 

                  
              

DCT [1,2] 

Proposed by Nasir Ahmed in 1972, is the technique of representing the data points as 

sum of cosine functions. It is most widely used transformation domain technique in 

signal processing as well as compression. It is used in digital images, audio and video 

data. Cosine functions are critical for compression. DCT is very much similar to DFT 

but it considers only real valued cosine functions. 

There are two ways to represent the audio signal: 1) analog audio: representing 

different levels of electrical voltage. 2) digital audio: representing the sequence of 

binary numbers. In case of audio signals DCT is used to convert the signal into its 

frequency version. In audio watermarking DCT coefficients of the signal are used for 

embedding. It is represented by following equation: 

                    
                    

   Where k = 0 to N-1,  

S(n):  input audio signal,  



c(k) = 1/N 

DWT [1,6,9] 

It is a transform domain technique in which original signal is decomposed into a 

number of sets where each set of coefficients describes time information of the signal 

in given frequency band. 

It is based on subband coding. It gives time scale representation of audio signal. Here 

we use the concept of wavelets. First DWT was initially invented by Alfred Harr 

called as Harr Wavelet. The family of wavelets contain Harr, Daubichies, Coiflets, 

Symlets, Discrete Meyer, biorthogonal wavelet transforms. The wavelets are 

discretely sampled. 

In DWT the wavelets are defined as the function integrated to zero waving above and 

below X-axis. DWT of a signal is obtained by passing the signal through filters.  The 

original signal is developed by using linear combination of wavelets. Some data 

operations are applied onto it. 

 

SVD [6] 

It uses linear algebra operations. When it is used in image data, images are 

represented as matrix and then linear algebra operations are performed using SVD 

technique. A matrix is decomposed into eigenvectors and eigenvalues. In SVD based 

image watermarking the watermark signal is embedded into host image by replacing 

singular values. The SVD technique can be described as:  

(U, S, V) = SVD( F)  

U, V: two orthogonal matrices. 

S: a singular matrix, 

Singular Value Decomposition of these matrices is represented by equation F 

= U × S× V
T, 

Matrices U and V contain either real or complex values, 

S: a diagonal matrix with nonnegative numbers. 

 

viii. Performance Evaluation Parameters: [1, 8, 10, 14] 

 

1. PSNR (Peak Signal to Noise Ratio):  It is defined as the ratio between the most 

feasible power of the original signal to the power of corrupting noise. This noise may 

affect the reliability. Here, the original data is used as a signal, and the noise is the 

error introduced by compression. The unit used to represent it is logarithmic decibel 

scale. 



It is mostly used in for image compression to calculate the quality of rebuilding of 

lossy compression codecs. It is easily defined with the help of mean squared error 

(MSE).  

PSNR is the most standard metric for imperceptibility verification. 

Mathematical Representation of PSNR:                 (MAX f) –                 
Where MAX f is the maximum signal value, 

MSE is the Mean squared error. 

Considering the data as an image, the MSE is calculated as: 

MSE                                         

Where f is the original image and g is degraded image. 

i, j are the row and column number for image data 

 

2. BER (Bit Error Rate): It is the ratio of erroneous bits received to the total number of 

bits in the original signal. It finds number of erroneous bits per unit amount of time. 

Bit errors occur because of distortion, noise or bit synchronization error.                                                    

 

3. MSE (Mean Squared Error): It is used to compare two signals based on some 

quantitative measure.  It gives us the degree of similarity or the percentage of error / 

distortion between them. 

 

Let X= (Xi | I = 1,2,3 …N) and Y = (Yi | I = 1,2,3, ….. N) are two finite length 
discrete signals then, 

        N 

MSE(X, Y) = 1/N ( ∑ (Xi – Yi)
2
  

          i= 1 

  

ix. Conclusion 

In this paper we discussed some important aspects of audio watermarking. Through the 

literature survey we found that lot of research work is already done but there is a scope of 

research in providing robustness and security to the watermarked signal. Time domain 

and frequency domain techniques (LSB, DFT, DCT, DWT) are most commonly used for 

watermarking. Some hybrid techniques are designed by many researchers giving better 

results for providing robustness and security. Although there are many hybrid techniques 

designed for securing audio watermark data, attackers are finding the new ways to hack 



the signal and break its security. We plan to find a best hybrid technique which will 

provide robustness and security to the audio watermarked signal at highest level. 
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Abstract 

Watermarking is the process in which a digital signal is added with another secret digital signal. Digital audio 

watermarking has been widely used in many applications such as copyright protection, tamper detection, piracy 

prevention, content authentication, etc. The audio watermarking process has to satisfy many properties such as 

robustness, imperceptibility, and security. There are many classical as well as hybrid techniques available in the literature to achieve these properties. However, it’s difficult to achieve all the properties at the highest level 
using a single technique. Echo hiding and pitch shifting approaches are being used from beginning. Some new techniques are being designed that make use of machine learning and deep learning algorithms, “bio-inspired algorithms” such as swarm intelligence algorithms [18], and genetic algorithms, AI-based techniques such as 

simulated annealing can also be used for optimization in watermarking process.  Arnold scrambling and use of 

cryptographic algorithms can be used for increasing the security of watermarks.  However, it is observed that 

many modern approaches are not giving efficient results in embedding and extraction of watermark with 

minimum bit error. Finding optimal locations for the watermark bits embedding into host signal is a challenge. In 

this paper, we are discussing some of the important hybrid and novel techniques used for digital audio 

watermarking. We proposed and demonstrated the work using a custom-designed simple backpropagation 

neural network. Our focus is to demonstrate the usefulness of neural network architectures in the subject of 

study. 

 

Keywords: Audio Watermarking, Neural Network, DWT, Robustness, Imperceptibility, Deep Learning. 
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1. Introduction 

The main reason for Digital audio 

watermarking technology being more challenging is that “the human auditory system 

is extremely more sensitive than the human visual system” [28]. Audio watermarking 
algorithms are broadly classified into time and 

frequency domain techniques. Frequency 

domain techniques are more popular in the 

research community. Conventional techniques 

used for watermarking procedure are LSB 

technique, DCT, DWT, SVD, and or the 

combination of two or more among these [27-

28].  Major group of schemes in the topic of 

study use spread spectrum techniques [32-34]. 

There is another group of audio schemes 

which use patchwork algorithms [14, 35-38]. 

Few techniques use the synthesized echoes of 

original signal as a secret message to be 

embedded [29-31]. However, it is observed  

 

 

 

 

 

 

that neural network-based techniques are also 

being used for making the watermarking 

procedure more robust and secure against the 

attacks. In recent year many researchers had 

used deep learning algorithms for 

watermarking [1-14]. The characteristics that 

determine the effectiveness of watermarking 

algorithms are Robustness, Imperceptibility 

and Security.  Through the extensive literature 

survey it is observed that the neural network 

and deep learning-based techniques have a 

great impact on increasing the robustness of 

the watermark. It has been observed that the 

neural network-based techniques had shown 

better results in providing robustness and 

imperceptibility [1-3, 7-13]. “Artificial neural 
networks” (ANN), “Convolutional Neural Networks” (CNN), Encoders and decoders, are  
few of them [1-5]. Bit error rate, Mean Square  
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Error (MSE), and Peak Signal Noise Ratio 

PSNR) are the important parameters that are 

used for the comparison of different 

watermarking algorithms.  In this paper, we 

are discussing the neural network-based 

techniques used for digital audio water- 

marking and their effectiveness. We are 

proposing a neural network-based approach 

for improving the robustness and 

imperceptibility of watermarked speech data. 

The aim of using deep learning techniques in 

audio watermarking is to make the watermark 

more robust against the attacks, to improve 

the strength of watermark [5]. As the audio 

watermarking is more challenging than image 

watermarking, deep learning techniques are 

found to be best suitable if used in 

combination with DWT, DCT. The traditional 

techniques are manual and provide the 

strength to watermark up to some limit. We 

can improve the robustness and 

imperceptibility of the watermark if a suitable 

deep learning technique is used. The rest of the 

paper is organized as: Section 2 involves a 

literature survey of different neural network-

based approaches used previously. Section 3 

contains the implementation of the general 

framework.  Section 4 discusses Experimental 

results. And finally, section 5 concludes the 

paper. 

 

2. Literature Review  

In audio watermarking the commonly used 

watermarks are binary message [1], binary 

image [2],[3],[7],[15], or an audio signal[14]. 

Whenever an image is used as a watermark, it 

has to be converted into a one-dimensional 

binary signal so that it can be properly 

inserted at the desired positions in the host 

signal. Deep learning networks such as 

encoders and decoders are found suitable for 

inserting the watermark data (bits) at the best 

positions in the host signal so that they cannot 

be easily extracted or attacked. These 

techniques are used in combination with 

conventional techniques i.e. DWT or DCT.  The 

choice of watermark data (Image or Audio) 

depends on the type of application it is used. 

We studied research work carried out in 

recent years in this area and found some good 

techniques. Here we are discussing few of 

them along with a table of comparison.  K. Pavlović et.al.[1] have performed speech 
watermarking using Encoder, Decoder, and  

STFT techniques. One Dimensional Binary 

Message was used as a watermark and the 

dataset was audio recordings from the 

parliament of Montenegro. The Audio files of 

226 speakers of around 232 minutes per 

speaker were collected for training which 

were sampled at 44.1 kHz. They obtained good 

results with Decoder Accuracy 99.82% and 

PSNR 57.5dB. G. Wu et.al.[2] have used 

discrete wavelet transform(DWT) on the audio 

signal,  for selecting the important coefficients 

which are ready to be trained in the neural 

network. The concept of watermark 

memorization in the nerve cells of CPN 

Counter propagation network was used.  The 

network was designed to be fault tolerant. The 

architecture is designed with an adaptive 

number of parallel Counter propagation 

networks.  These parallel networks were able 

to treat each audio frame separately and the 

corresponding watermark bits. They found 

that CPN improves the efficiency for 

watermark embedding process was improved. 

Also more correctness in extracting the 

watermark data.  The method was robust and 

as well as improved the inaudibility of audio 

watermark. C. Maha et. al. [3] in this paper a 

blind audio watermarking scheme based on 

neural network is described. The basis of the 

method is human psychoacoustic model 

(HPM) with error correcting code. They used 

DWT, HPM as a reference model, and BPNN. 

Along with this they used Hamming Code for 

increasing the security of the watermark. A 

binary image of size 32*32 is used as a 

watermark and the audio file (.wav file) with 

44.1 Khz Sampling rate, 16 bits per sample was 

used for testing the results.  They found that 

the HPM provides better robustness and 

imperceptibility. 

Das et.al.[4] presented the deep learning 

scheme for embedding an audio watermark 

into an image. An unsupervised learning approach is used. In this paper “a robust and 
blind audio-in-image watermarking scheme” is 
described. They designed a network called as 

similarity network that is able to recognize the 

audio watermarks under distortions.  The deep network is modelled as “Encoder, Decoder, Embedder, and Extractor Networks”.  J. Hu 
et.al. [8] Used triple forward Neural Network 

and Wavelet transform for embedding the 

watermark.  Important coefficients the audio 

signal are found to embed the watermark into 

it. Later on corresponding algorithms of 

watermark generation, embedding, and 
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extraction are used. It is a “non-blind audio 

watermarking scheme” in which original signal 
is needed for while extracting the watermark.   

The watermark is simulated for common 

signal processing attacks and shown that the 

algorithm is robust against the attacks. Chuan-

Yu Chang et. al. [9] proposed a novel “Fully 
Connected Counter Propagation Network.” 
(FCNN) for image watermarking. Along with 

this they performed: Imperceptibility Testing, 

Robustness testing(for grayscale watermark, 

for binary watermark), Authenticity testing. 

Rather than the cover images, the watermark 

is embedded in synapses of FCNN. Their 

experimental results shown that the quality of 

watermarked image was not degraded. As 

mentioned in the paper, the watermark 

become robust, because the watermark was 

stored in the synapses.  Jiang Jing et.al. [10] In 

this paper “a patchwork method for digital 
watermarking based on Radial Basis Neural Network (RBNN)” is discussed. The method 
randomly selects two patches using a key, then 

some constant value is added in one patch and 

at the same time subtracted from other. M 

pairs of patches and 2M sets of pseudorandom 

numbers are used for embedding 

watermarking information. The watermark is 

embedded into the sample audio signal. The 

RBNN is trained using a randomly selected 

sample from embedded audio signal.  The 

method is based on the wavelet domain.  The 

watermark signals are embedded in 

approximation coefficients [10]. Quality of 

watermark is verified using PSNR and 

ER(Extraction Ratio) parameters. In works of 

Sarreshtedari et.al. [22] they have used 

source-channel coding approach for  digital 

self-embedding speech signals. It generates a 

tamper-proof signal. Hash generation 

algorithm is used for preserving MSB of speech 

signal frames.  In the works of Huiqin Wang et. 

al. [12]  Neural Network based Controller was 

used for checking and ensuring the strength of 

embedded watermark data. Signal to Mask 

Ratio from psychoacoustic model (SMR), and 

DCT coefficients are used as the input to the 

model.  [13] H. Yang et. al, here they had used 

the concept of WSF(Watermark Scaling Factor) 

and MMF(Minimum Masking Threshold).  WSF 

is determined with the help of signal data and 

some statistical parameters. An artificial 

neural network was designed which not only 

determines watermark scaling factor (WSF), 

but uses the concept of MMT such that the 

power spectrum of watermark always remain 

below MMT. Embedding of the watermark is 

carried out in DCT domain. The embedded 

watermark remains robust against few attacks 

since it depends on secret key, ANN 

architecture and final weights.  

 

 
Authors Paper Title Method Used Watermark 

Used 

Dataset Used Experimental Results 

/ Remarks 

[1]K. Pavlović, S. 
et. al. 

2020 

“Speech watermarking 
using Deep Neural Networks” 

Encoder, Decoder, 

STFT 

One 

Dimensional 

Binary 

Message. 

The audio recording data is 

taken from parliament of 

Montenegro and was sampled at 

44.1 kHz. (Total 226 speakers 

and recordings of total 232 

minutes duration per speaker) 

Obtained Decoder 

Accuracy 99.82% 

PSNR 57.5dB 

[2] G. Wu 

and X. 

Zhou 

2008 

“A Fast Audio Digital 

Watermark Method Based on CPNN” 

DWT, Counter 

Propagation 

Networks 

64*64 bit 

binary image. 

16 bit mono audio signal files : i) 

music.wav and ii) speaker.wav. 

Obtained SNR 61.32 

and 40.15 for two 

samples respectively. 

BER for extracted data 

6.2% 

[3] C. 

Maha, E. 

Maher and 

B. A. Chokri 

2008 

“A blind audio 
watermarking scheme 

based on neural 

network and HPM with 

error correcting code in wavelet domain” 

DWT, Human 

Psychoacoustic 

Model, BPNN, 

Hamming Code 

A Binary 

image of size 

32*32 pixels. 

A Wav file with 44.1 Khz 

Sampling rate, 16 bits per 

sample. 

Hamming Code 

provides security and 

avoids corruption of 

watermark. HPM gives 

better robustness and 

imperceptibility. 

[4] Das, 

Arjon, and 

Xin Zhong. 

2021  

"A Deep Learning-

based Audio-in-Image 

Watermarking 

Scheme." 

“Audio-In-Image Watermarking” “WM 
Network (Encoder, 

Decoder,  and 

Embedder, and 

Extractor Networks)”, 
Similarity Network  

 “Speech 
Commands Dataset” 

Image, “rescaled 128 × 128 Microsoft COCO Dataset” 

Root Mean Squared 

Error (RMSE) and SSIM 

parameters are used 

for verification. High 

fidelity and robustness 

was obtained. 

[7] C. 

Chang, W. 

Shen and 

H. Wang 

2006 

“Using Counter-

propagation Neural 

Network for Robust 

Digital Audio 

Watermarking in DWT Domain” 

DWT based Counter 

Propagation 

Network, 

Synchronization 

Code. 

Binary image 

of 32 * 32 

size.  

16 bits mono-track audio music 

with sampling rate 44.1KHz 

Audio file of frame size 512. 
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[8] J. Hu, X. 

Qiu and D. 

He 

2008 

“Digital Audio 
Watermarking 

Algorithm based on Neural Networks” 

Multi Layer Feed 

Foreword network 

in DWT Domain 

Black and 

white image.  

Audio signal with 8 bits/sample, 

44.1kHz sample rates. 

3-grade Daubechies-4 wavelet to 

decompose the audio signal. 

 No distortion in 

original watermark, 

Robust against low 

pass filtering, 

resampling,and 

compression attacks 

[9] C Yu 

Chang et. 

al.  

“A neural-network-

based robust 

watermarking scheme.” 

FCNN (Used for 

Image 

Watermarkin

g) 

(Used for Image Watermarking) (For Image 

Watermarking) 

[12] H. 

Wang et. al.  

2006 

“New Audio 
Embedding Technique 

Based on Neural 

Network” 

NN Controller, 

Masking Level, 

Dimensionality 

Reduction, Signal to 

ask ratio. 

Binary Image 

of Size 256 * 

256 

Audio File of duration 4 Seconds 

and sampling frequency 

22.05KHz. 

Robustness is checked 

against noise, low pass 

filtering and 

resampling attacks. 

There is some 

distortion in extracted 

watermark. 

[13]  H. 

Yang, et. al.  

2002 

“An artificial neural 
network-based scheme 

for robust 

watermarking of audio signals.” 

Simple ANN with  

Discrete Cosine 

Transform,  Concept 

of WSF(Watermark 

scaling Factor), and 

MMt(Minimum 

Masking Threshold 

are used. 

Audio Signal A3dsplash.wav (with sampling 

rate: 44.1KHz, and bit rate: 

705kbps with mono) 

This signal is divided into 131 

frames. Every frame containing 

with 1024 samples. Each frame 

is further segmented into 32 sub 

bands with 32 samples. 

Produced Good 

Imperceptibility. 

MSE level obtained 

was -37dB 

 
Table1: Literature Review of Neural Network Based Techniques for Audio Watermarking 

 

3. Proposed Method             

Audio Watermarking is carried out in two 

steps: i)   Embedding and ii) Extraction. The 

host audio signal used is an audio file of 90 

minutes duration, and the watermark is 

180*180 binary image.  We used 

backpropagation neural network for 

watermark embedding and extraction process 

along with DWT. Our framework takes two 

sources of input which are 

i. The watermark image and, 

ii. The audio file (Which has to be 

watermarked) 

We used a sample lecture audio file as host 

signal for input. We had divided the 90 

minutes audio files into small chunks whose 

size can be set from 10 seconds to 5 minutes to 

increase the processing speed. We used binary 

image of size 50 by 50 as a watermark. While 

processing, we take a 2D binary image 

(watermark).. Then this image is converted 

into binary using open cv2. For the second 

input i.e. audio signal we had taken a sample 

audio file of lecture recording. For pre-

processing we used DWT as the standard and 

most efficient technique. DWT is applied to 

these chunks for obtaining the lower 

frequency components. In next step analysis of 

the chunks is done for each frame. Then, the 

custom built Neural Network embeds binary 

bits of watermark in the audio signal. For the 

decoding process the second neural network 

decodes back the watermark from the audio. 

DWT is applied again on the 10 second chunks 

and they are converged/merged back as well. 

We had used python programming and the 

required libraries for demonstrating the 

experimental results.   

 

 

 
Fig 1 : Flow Diagram of Proposed Work 

 

3.1.  Input Processing 

The first step in our system is to process the 

watermark image. For the proposed project we 

have taken the JPG image as sample 

watermark with the dimensions of 180 x 180 

pixels. The JPG image is converted into binary 

format which is embedded in the audio signal. 
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First we convert it into Grayscale by setting a 

threshold of 128. Further, we had converted 

the image into binary of size 50 by 50 to use as 

the watermark. All these preprocessing steps 

are carried out using cv2 and numpy. Hence 

the watermark is hereby converted into a 

numpy array of 50 x 50 dimension. The audio 

file that has to be watermarked is first sampled 

at rate of 44.1 KHz. We down sample the given 

audio file to 16 KHz using an external library 

librosa. We divided the whole input audio file 

of 90 mins into chunks of length 10 seconds to 

5 minutes for testing the experimental results. 

Hence we have the input watermark in the 

binary form and the audio down sampled into 

16 KHz. 

 

3.2.  Encoding using Neural Network 

In order for successful embedding of our 

watermark in the audio file, our Neural 

Network uses the lowest significant bits of the 

audio data for embedding the watermark 

inside it. In simple terms, the embedding 

process efficiently replaces the Lowest 

Significant bit of each byte in the audio file (in 

our case the binary watermark data).  Logical 

AND and Logical OR operations are used here 

for hiding the secret data(watermark) inside 

audio file.  

 

3.3. Training the Network 

The neural network does some logical 

calculations and completes the watermarking 

process. The developed neural network has 

two input features and one output feature. The 

learning rate is set at 0.01. Sigmoid function is 

used as an Activation function. The model is 

trained at 100000 epochs. 

 

3.4.  Decoding the Network 

After the encoding process, in order to decode 

the audio and extract the watermark from it 

the encoded audio is first converted into a byte 

array. The LSB is extracted from the byte array 

the extracted bytes is the matrix of pixel values 

of our watermark image. By plotting this 

matrix we can visualize the watermark image. 

 

4. Results and Discussion 

The proposed neural network does all the 

logical calculations and completes the 

watermarking process. The developed neural 

network has two input features and one 

output feature. The learning rate is set at 0.01. 

The Sigmoid function is used as an Activation 

function. The model is trained at 100000 

epochs. 

 

 
Fig 2 : Graph showing Training of the Model for 100000 

epochs and reduction in loss 

 
Fig 3: Audio Signal before applying DWT.(Color codes 

used : Black- Original Audio, Red-Low Frequency 

Component, Green-High Frequency Component.) 

 

 
Fig 4: Audio Signal after applying DWT.(Color codes used 

: Black- Original Audio, Red-Low Frequency Component, 

Green-High Frequency Component.) 

 

 
Fig 5: Sample Watermark Image  
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Fig 6:  Extracted Watermark Image (After Decoding). 

 

5. Conclusion  

In this paper we discussed various neural 

network based approaches used for digital 

audio watermarking.  Also, we designed a 

simple backpropagation neural network and 

used it along with DWT for embedding and 

extraction of watermark into audio signal. The 

experimental results shown that the 

watermark is successfully embedded into 

audio signal such that it is difficult for the 

attacker to remove it or tamper it. Bit Error 

Rate is found very low. There is a negligible 

amount of bit loss in the extracted watermark 

and we achieved robustness at higher level. 

We simulated the obtained output signal for 

robustness and imperceptibility and found 

that the watermark is robust against the 

common signal processing attacks such as 

noise attacks. The imperceptibility is also 

found to be good. We tested the results with 

20 different persons to check the 

imperceptibility, none of the user was able to 

differentiate between original and 

watermarked audio. Thus, in this paper we 

discussed many algorithms based on neural 

networks and demonstrated a simple method 

using backpropagation network with DWT 

domain for digital audio watermarking. In 

future work, we will try to make the 

watermark more secure by using security 

algorithms. We will design a network such 

that, instead of using small chunks and then 

integrating them together at the output side, 

we will be able to collect a single audio file as 

the output. 
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a b s t r a c t

Watermarking is the advanced technology utilized to secure digital data by integrating ownership or
copyright protection. Most of the traditional extracting processes in audio watermarking have some
restrictions due to low reliability to various attacks. Hence, a deep learning-based audio watermarking
system is proposed in this research to overcome the restriction in the traditional methods. The
implication of the research relies on enhancing the performance of the watermarking system using
the Discrete Wavelet Transform (DWT) and the optimized deep learning technique. The selection of
optimal embedding location is the research contribution that is carried out by the deep convolutional
neural network (DCNN). The hyperparameter tuning is performed by the so-called search location
optimization, which minimizes the errors in the classifier. The experimental result reveals that the
proposed digital audio watermarking system provides better robustness and performance in terms of
Bit Error Rate (BER), Mean Square Error (MSE), and Signal-to-noise ratio. The BER, MSE, and SNR of
the proposed audio watermarking model without the noise are 0.082, 0.099, and 45.363 respectively,
which is found to be better performance than the existing watermarking models.
© 2023 The Author(s). Published by Elsevier B.V. on behalf of ShandongUniversity. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The ever-increasing advancements in digital innovation lead
to positive impacts on communities and societies [1]. The mys-
terious users will perform modifications in the digital content,
which impacts the copyright properties due to the availability
of internet data [2]. For instance, the speech signal of the in-
dividual will tamper with and be duplicated by criminals or
robbers to do some illegal activities, which demonstrates the
significance of ownership or copyright protection [1]. There are
numerous attacks like cropping, geometric, and filtering utilized
by the attackers that affect the ownership of the digital con-
tents [2,3]. There are raising concerns regarding illegal digital
content due to the availability of filters that tampers with digital
content [1]. These raising concerns result in the exploration of
information security, such as duplication, ownership protection,
and authentication [4]. Watermarking is an advanced innovation
that prevents the audio contents from the aforementioned attacks
to recognize unwanted modifications [2,5]. The significance of
digital watermarking has increased the various research stud-
ies. Digital watermarking is used in many different applications,

∗ Corresponding author.

E-mail address: abhijitjp774@gmail.com (A.J. Patil).

including copy control, broadcast monitoring, transaction track-
ing, and owner recognition. In general, maximum payloads, little
degradation, and a small false positive rate are requirements for
successful and reliable digital watermarking [3].

Digital watermarking is characterized as the process that pro-
tects the delicate digital media information that conserves the
ownership of the data. The watermark is acquired through a
variety of processes and is resistant to a variety of assaults and
removal methods [6]. Based on the characteristics of the car-
rier or cover signals, digital watermarking is divided into three
categories, including, audio, and video watermarking [7]. Since
people’s listening power is more sensitive than human sight
power, it is discovered that the invisibility in audio watermarking
is a more challenging procedure than the other two watermark-
ing [8]. Hence, more researchers focus on audio watermarking as
it has a high capability of watermarking audio signals [9,10]. The
four conditions are needed to be satisfied for tampering recogni-
tion in audio or speech signals [11]. The inaudibility is the first
property to be satisfied in the audio watermarking, which states
that the secret messages are not perceptible to normal human
ears. The idea is that human ears should not be able to identify
the difference between the initial version and the watermarked
version. The second characteristic is blindness, which specifies
that just the watermarked information is necessary for extracting

https://doi.org/10.1016/j.hcc.2023.100153
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the watermarks and that the host signal is not necessary for the

retrieval process. The robustness is the third feature that states

that the embedded signal resists malicious attacks. The fragility

is the last feature that states the embedded watermark needs to

be sensitive to malicious or tampering attacks [1].

There exist various techniques to hide confidential data in

carrier audio signals like quantization, masking, spread spectrum,

and so on [7]. The low clarity and low extents are the main lim-

itations of the aforementioned hiding techniques that limit real-

time utilization. Further, the system robustness at high capacities

is not evaluated under real-time execution of the watermark-

ing system [9,12]. The traditional methods tend to determine

the optimal inter-dependence between the attributes of audio

watermarking to provide embedded in a specific domain, that

determines certain regions or places and merging these locations,

with computational overload and simplicity. Then higher depen-

dence on the decision threshold and the pre-determined rules

negatively impacts the dictating and diagnostic potential. Some

intellectual methods based on machine learning classifiers are

utilized [9]. The machine learning classifiers like neural networks

are utilized in the last few decades to embed the watermark in

the carrier signal [13,14]. These existing methods ensure high

perpetual transparency and good robustness that mitigates the

complexity of machine learning techniques [7]. However, these

methods show some errors and inappropriate watermark extrac-

tion in certain data due to the achievements of high watermark

capacity [9].

This research concentrates to develop robust deep learning-

based optimization for the audio watermarking system. The en-

coding and extraction steps are carried out independently by the

suggested watermarking models. The DCNN is used to identify

the best embedding position that improves system performance

without degrading the original data’s quality. Utilizing the sug-

gested search site optimization technique, the classifier’s param-

eters are trained to their maximum potential. The DWT has also

been used to encode secret data in digital sound signals. In the

extraction phase, the inverse DWT extracts the hidden data from

the carrier signal. The contribution of the research lies in

• Search location optimization: Search location optimiza-

tion is the meta-heuristic intellectual algorithm, which inte-

grates the characteristic features of the searching behavior

of the creatures with the exploring behavior of human be-

ings. The searching behavior of a creature is integrated with

the locating behavior of humans by improving the speed of

the searching process which consists of three phases initial-

izing the position and head angles; the region, direction, and

period are explored in this phase. In the promoter scanning

phase, the three degrees are enhanced using the global best

location strategy of humans that helps in obtaining the

optimal solution. At last in the feeder selection phase, the

random walk is performed to fetch the available resources

randomly.

• Search location-based DCNN for selection of optimal em-

bedding location: The watermarking is performed using the

optimized DCNN for which the internal model parameters

are tuned by proposed search location-based optimization

to improve the system performance.

The organization of the research article: Section 2 illustrates the

need for the digital watermarking model with a review of existing

audio watermarking models. Section 3 demonstrates the pro-

posed digital watermarking models, mathematical models, and

algorithmic functions. The analysis of the results is presented in

Section 4, and Section 5 concludes the paper.

2. Motivation

The advantages of the deep learning techniques in signal pro-
cessing such as reducing computational and time complexity by
extracting the significant features in the signal motivate to de-
velopment of an audio deep learning-based watermarking model.
This section provides a brief description of the existing water-
marking system with its drawbacks.

2.1. Literature review

The existing deep learning-based techniques for watermarking
the signals are reviewed as follows, Farah Deeb et al. [6] pre-
sented a deep neural network classifier for watermarking digital
data and also performing effective ownership verification. The
developed technique is more robust to the various attacks, but
the model attains unreliable performance through the various
standards with a low accuracy level. Seyed Mostafa Pourhashemi
et al. [9] performed the embedding process using the combina-
tion of DWT and the ensembled intelligent extraction approach.
The watermarking capacity of the developed model is high but
the performance still needs to be improved by introducing the
optimization algorithm, which identifies the optimal frames for
embedding. Kasorngalajit et al. [1] employed a parameter estima-
tion model using the CNN classifier, which accurately and rapidly
chooses the spectrum to be modified. The computational time
of the developed method is minimized and is mostly applicable
to the real-time data, however, the additional training dataset is
required for the CNN. Preeti Garg and R. Rama Kishore [2] ensure
the security and embedding by the two-level DWT and cosine
transform with the different cover images and the encrypted
image. The attained PSNR value against the various attacks is
more than 40 dB, although an optimization technique is absent
for the location embedding. KasornGalajit et al. [4] incorporate a
convolutional neural network with the singular spectrum anal-
ysis for measuring the parameters. The computational time for
embedding the watermark into an audio signal by the modi-
fication of the singular spectrum is low, on the contrary, the
developed technique is fragile to a few attacks. Arashdeep Kaur
et al. [7] extract the watermark more effectively by developing
the general regression neural network and the singular value
decomposition along with audio signal extraction. Depending on
the obviousness, payload, and sturdiness, the efficiency of the
developed model is high, but the SNR value of the developed
method is low than the other compared methods. Khaled M. Ab-
delwahab et al. [14] presented an SVD-based audio watermarking
model in the FRT domain with segment-dependent execution,
additionally the original and the obtained watermark have a good
correlation coefficient. The detection correlation is high for the
available severe attacks until now, there are slight variations
between the original audio signal and the watermarked signal.
Huda Karajeh et al. [3] introduced a hybridized model which
integrates the Schur decomposition hybrid method with the DWT
for embedding the watermark image foreground bits in the diago-
nal coefficients’ least significant bit. Depending on the quietness,
sturdiness, and payload capability, the performance is high, but
this method’s primary flaw is that it only embeds a small-sized
watermark image.

Several layers are present in the proposed model with few
parameters optimized using SLOA that performs as a significant
method with consuming less time. The CNN with Re-layer elim-
inates every negative value to zero reducing the values of the
parameter. The tampered signal was fetched using two-level DWT
after the arrival of the watermark-embedded audio signal. The
usage of DWT for decomposing safeguards the embedded signal
from threads and increases reliability.

2
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2.2. Challenges

• Most of the audio watermarking model relies on the Deep
learning classifier in the embedding process. However, the
training of the classifier is complex due to numerous layers
and parameters [6].

• Some of the existing methods are delicate to some non-
malignant signal processing, such as echo addition and pitch
shifting with low degrees. Hence, an effective model is re-
quired for the effective reorganization of signal tamper-
ing [9].

• The existing SVD-based audio watermarking process is time-
consuming and complex due to the presence of differential
evolution (DE) optimizations [4]. Hence, an algorithm that
consumes less time is required to train the classifier.

• The conventional audio watermarking model is found to be
effective in embedding the secret message in the carrier
signal. Yet, the low transparencies and low opacities are
considered the major challenge in the conventional meth-
ods [7].

• The detecting and diagnostic ability of the existing digital
watermarking models is found to be low as the embed-
ded model depends on the predefined rules and decision
threshold.

3. Proposed digital audio watermarking based on search loca-

tion optimization

This section elucidates the significant steps involved in the
digital audio watermarking system and Fig. 1 demonstrates the
watermarking models. This research focuses on device water-
marking techniques that enhance imperceptibility, security, and
robustness. The audio watermarking is carried out in two differ-
ent phases as embedding phase and the extracting phase. Initially,
the audio signals that need to be watermarked are divided into
different signal blocks. Then the optimal signal from the block is
determined by using the proposed optimization known as search
location optimization, which is devised by hybridizing the locat-
ing characteristics of humans [15] and the searching behavior
of a creature [16]. After finding the smallest block in the audio
signal to embed the watermark in, DWT decomposition embeds
the watermark in the audio signals. Using 2-level Inverse DWT
methods, the hidden message is acquired or retrieved via the
watermarked audio file during the extraction phase.

3.1. Read the input data

The brain tumor image from the multi-modal brain tumor seg-
mentation [17] data from the year 2020 is considered the secret
message to embed in the audio signal. The multimodal MRI scans
of lower-grade glioma (LGG) and glioblastoma with a patholog-
ically confined diagnosis are obtained from these datasets. This
dataset is made available after the pre-processing techniques,
such as skull-stripping and pixel interpolation.

The audio signal with a Bit-rate of 1411 Kbps is utilized as the
carrier signal to embed the secret message (brain tumor image).
In this research, the audio signal with a duration of 00:02:02 s
and stored as a WAV file is utilized as the carrier signal. The size
of the carrier audio file is found to be 20.5 MB.

3.2. Embedding phase

The watermarked digital signal is generated in the embed-
ding phase by considering both the host signal and the input
watermarks. The steps involved in the embedding phases such
as audio signal block formation and secret data embedding are
widely elaborated in the following sections

Table 1

DCNN layer information.

Layer type Output shape Parameters

Conv2d (None, 181, 1, 32) 544

Leaky_re_lu (None, 181, 1, 32) 0

Max_pooling2d (None, 91, 1, 32) 0

Conv2d_1 (None, 91, 1, 64) 18496

Leaky_re_lu_1 (None, 91, 1, 64) 0

Max_pooling2d_1 (None, 91, 1, 64) 0

Conv2d_2 (None, 91, 1, 128) 73856

Leaky_re_lu_2 (None, 91, 1, 128) 0

Max_pooling2d_2 (None, 91, 1, 128) 0

Flatten (None, 11 648) 0

Dense (None, 128) 1 491072

Leaky_re_lu_3 (None, 128) 0

Dense_1 (None, 3) 387

3.2.1. Formation of audio signal blocks

Let us consider the audio signal as Saudio acts as the cover
audio signal in which the secret medical image is embedded.
To initialize the embedding process the carrier audio signal is
exposed to a random interval split-up, where the cover signal is
divided into i number of frames.

Saudio = Saudio,i (t) ; (1 ≤ i ≤ Stot) (1 ≤ t ≤ Ttot) (1)

where Stot denotes the total signal and Ttot represents the total
time interval. The ith signal undergoes a random interval split-up
for the block formation and it is represented as

Saudio,i (t) =
{

blocki1, block
i
2, . . . ......block

i
btot

}

(i ≤ j ≤ btot) (2)

where btot represents the total number of the signal block and the
Wavelet transform is utilized with two-level decomposition.

3.2.2. Optimal block selection using search location optimization

From the generated signal blocks the optimal blocks for em-
bedding the secret medical message or image are selected through
the search location optimization on DCNN. The DCNN is com-
monly used in signal processing that effectively selects the opti-
mal block to embed the secret data. The architecture of the DCNN
classifier is depicted in Fig. 2 and Table 1.

The proposed model comprised 3 convolutional layers, 4 leaky
ReLu layers, 3 max-pooling layers, 1 flatten layer, and 2 dense
layers utilized. The fundamental layers of the DCNN known as
convolutional layers are utilized to generate the feature vector.
The first convolutional layer generates the feature vector of the
output of size (181 × 1) with a batch size of 32. The subsequent
layer is the ReLu layer that utilizes the sigmoid function that
scales the CNN and generates the output of (181 × 1) Then the
max-pooling layer is used to reduce the spatial size of the input
image and these three layers are continued until it obtains the
batch size of 128 and the single long feature of size 11648 is
obtained by the flattening layer. The dense layer is utilized to
categorize the input to 128 class output and it is scaled by the
ReLu layer. Finally, the dense layer is utilized to obtain 3 class
outputs with batch size 387.

3.3. Proposed Search Location Optimization Algorithm (SLOA)

A novel SLOA algorithm invokes the searching behavior of a
creature [16] and is designed by improving the searching speed
of a creature using the locating characteristics [15] obtained
from the locator to promote the global optimal solution. Mostly
the undetermined optima in the optimization problem can be
considered as the open patch-up that is dispersed randomly over
the exploration area. As a result, the followers in the group
move through the exploration area in pursuit of the patch-up,
and is believed that the important mutational characters of the
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Fig. 1. Flow diagram of proposed digital audio watermarking based on search location optimization.

Fig. 2. DCNNLayer architecture.

promoters as well as the feeders are the same. Consequently, they
are also able to move between the two characters. The follower
in the group, who is positioned in the best promising location
and provides the best fitness value is selected as the promoter at
every iteration, then the promoter comes to a standstill position
and searches the surroundings for optimum. An essential part of
exploring location is scanning, which is a series of techniques
used by animals to move their sense receptors and occasionally
their followers to gather information from their surroundings.
In the SLOA strategy, the promoter uses eyesight, which is the
primary scanning technique preferred by most classes of the crea-
ture. Various species employ retinas with an adjustable spatial
solution to encode a wide range of views for visual scanning,
and they subsequently utilize quick eye movements to point the
extreme resolution area in the field of view in the direction of the
prospective focused position. Thus, the scanning strategy plays a
major role in the part of survival, which is enhanced by integrat-
ing the locating characteristics of humans to maximize the fast

scanning and minimize the various iterations, and computational

time.

Inspiration

Creatures typically move towards hunting and exploring for

food, depending on how they search for food, creatures are di-

vided into promoters and feeders. Three types of followers make

up a group in the SLOA strategy, that is promoters, feeders, and

dispersed followers. Among these, the dispersed followers make

the exploration space more random, during a particular period,

only one promoter is considered for every exploration, and the

remaining followers are assumed as the feeders, and dispersed

to make the computation easier. The most interesting fact is the

presuming that all source feeders may join the source discovered

by the promoter. The common creature’s exploration character-

istics and the communal scanning technique serve as the basis

for the SLOA strategy, which is more applicable to solving the

optimization of continuous function problems. The most common

4
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creature’s exploring behavior served as inspiration for the SLOA
algorithm, while the promoter of the SLOA strategy and the
best particle globally are relatively comparable, the promoters
conduct the performance by remembering the head angle, which
is quite different from the feeders and dispersed followers. The
mathematical modeling for the SLOA algorithm based on the
exploration direction angle is described in the following section.

3.3.1. Mathematical modeling of search location optimization algo-

rithm

(i) Initialize the positions and head angles

For the u dimensional exploring region, the jth follower at the
pth exploring period has a present location as Y

p

j ∈ R
u, and the

head angles are initiated as follows:

θ
p

j =
(

θ
p

j1
, . . . , θ

p

j(u−1)

)

∈ R
u−1 (3)

The jth follower explores direction with the unit vector and is
measured using the follower’s head angle θ

p

j through the carte-
sian coordinate transformation from the polar form, which is
expressed as follows:

M
p

j

(

θ
p

j

)

=
(

m
p

j1
, . . . .,m

p

ju

)

∈ R
u (4)

m
p

j1
=

u−1
∏

k=1

cos
(

θ
p

jk

)

(5)

m
p

jl
= sin

(

θ
p

i(l−1)

)

·
u−1
∏

k=l

cos
(

θ
p

jk

)

(l = 2, . . . ..., u − 1) (6)

m
p

ju
= sin

(

θ
p

j(u−1)

)

(7)

Let us assume that the pth exploration period, the attained ex-
ploration direction M by the follower’s head angle θ

p

j =
(π/3, π/4) utilizing Eq. (7) is expressed as

M
p

j =
(

1/2,
√
6/4,

√
2/2

)

(8)

(ii) Promoter scanning

Initially, the promoter randomly set three points in the explor-
ing field for the process of scanning, which includes zero-degree,
right-side hypercube, and left-side hypercube. The three points of
the promoter Yv are expressed in Eqs. (9), (10), and (11).

Yx = Y p
v + R1hmaxM

p
v

(

θp
)

(9)

YR = Y p
v + R1hmaxM

p
v

(

θp + R2ϕmax/2
)

(10)

Yh = Y p
v + R1hmaxM

p
v

(

θp − R2ϕmax/2
)

(11)

where the promoter is represented as Y for the zero degrees as
Yx, the right side as YR, and the left side as Yh. R1 and R2 is the
representation of the random numbers, in which the R1 is in the
range of R

1 with the standard deviation as 1 and mean as 0.
The maximum pursuit angle is represented as ϕmax, R2 is in the
range of Ru−1 with (0, 1) and the maximum search space of the
promoter and the target is represented as hmax.

The human moving towards the global best location by hold-
ing the optimal strategy of the promoters, which is expressed as
follows:

Y p+1
v = Y p

v + C ∗
(

R ∗ G − Y p
v

)

(12)

Utilizing Eq. (12), the promoter scanning phase is modified as the
standardized form by integrating the excellent locating charac-
teristics of the human in the Eqs. (9), (10), and (11), which are
expressed as follows:

Yx = 1

2

{

Y p
v + R1hmaxM

p
v

(

θp
)

+ Y p
v + C ∗

(

R ∗ G − Y p
v

)}

(13)

Yx = 1

2

{

Y p
v (2 − C) + R1hmaxM

p
v

(

θp
)

+ C ∗ R ∗ G
}

(14)

where the global best location is denoted as G with the constant
term as C for the promoter scanning at zero degrees. Similarly,
the promoter scanning phase depending on the right side of the
hypercube is modified by the constant parameters as α and γ are
as follows:

YR = α
{

Y p
v + R1hmaxM

p
v

(

θp + R2ϕmax/2
)}

+ γ
{

Y p
v + C

∗
(

R ∗ G − Y p
v

)}

(15)

YR = αY p
v (α + γ − C · γ ) + α · R1hmaxM

p
v

(

θp + R2ϕmax/2
)

+ γ · C ∗ R ∗ G (16)

The left side hypercube of the promoter scanning process is
enhanced by the global as well as the personal best location of
the human, which is formulated as

Yh = 1

2

{

Y p
v + R1hmaxM

p
v

(

θp − R2ϕmax/2
)

+ Y p
v + C

∗
(

R ∗ G − Y p
v

)

+ D ∗
(

R ∗ P − Y p
v

)}

(17)

Yh = 1

2

{

Y p
v (2 − C − D) + R1hmaxM

p
v

(

θp − R2ϕmax/2
)

+ (C ∗ R ∗ G) + (D ∗ R ∗ P)} (18)

where the constant terms are represented as C andD with the
global best location as G and the personal best location of the
promoter is represented as P. Thus, the global best location is
identified more accurately in the promoter scanning phase along
with the personal best solution at all angles.

(iii) Feeder selection
The promoter identifies the optimal point with the suitable

fitness function and then migrates to any other point if they
identify a better source than the previous one. Otherwise, the
promoter remains in the existing point by rotating the head to
a newly generated angle.

θp+1 = θp + R2βmax (19)

where the maximum rotating angle of the promoter is repre-
sented as βmax ∈ R

1. After the termination of i iterations, the
promoters ever find the optimal region, they rotate their head
back to an angle of 0 degree, which is expressed as

θp+1 = θp (20)

where the term i ∈ R
1 is assumed as constant.

During every iteration, a set of followers are assumed as
feeders, and they will keep tracking the promoters to reach the
sources, which are determined by the promoters. One of the three
significant phases involved in the SLOA strategy is mimicking
the region to identify the exploring region of the promoter. The
stalking phase involves stalking other creatures without reveal-
ing any other searching strategy, and in the stealing phase, the
feeders acquired the sources directly from the promoters. At the
pth iteration, the characteristic of mimicking region of the jth
follower can be designed as a random movement towards the
promoter, and is expressed as

Y
p+1
j = Y

p

j + R3 ◦
(

Y p
v − Y

p

j

)

(21)

Random walks are considered the most effective exploration
technique for the available sources in a random manner, at the
pth iteration, the randomized head angle is generated as θj using
θp+1 = θp + R2βmax by choosing a random space.

hj = i · R1hmax (22)

and change to a different point as

Y
p+1
j = Y

p

j + hjM
p

j

(

θp+1
)

(23)

The SLOA algorithm is described in Algorithm 1 as follows:
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3.4. Secret data embedding using DWT

The DWT is utilized to embed the audio signals as secret data

in the data transaction process as it inherits the fast-compu-

tational capability and it provides complicated information about

the data. The DWT is used to accomplish the action of embedding

and extracting information employing the wavelet coefficient

once the optical location has been chosen through search location

optimization.

DWT in the embedding process

The original audio signal with the size a×b is enclosed by the

secret signal, which is represented as δec with the size c × d. At

the initial level of the embedding process, the audio signals band

information is collected using the wavelet transform. The wavelet

transforms are gathered based on two levels of band High and

Low, which are subcategorized into High-High (HH), High-Low

(HL), Low-High (LH), and Low-Low (LL). These sub-bands provide

the edge information of the image.

The initial level sub-bands are denoted as

Covsig =
{

Bsub
HH, Bsub

HL , Bsub
LH , Bsub

LL

}

(24)

where Covsig illustrates the cover signal and Bsub
HH, Bsub

HL , Bsub
LH , Bsub

LL

denotes the sub-band in the image with HH,HL, LH, LLco-

efficient. The sub-band dimensions are represented as
[

c
2

× d
2

]

.

These sub-bands are processed and it is subjected to the second

level to generate 16 sub-bands represented by

Cov
sig

HH =
{

BHH1,BHL1, BLH1, BLL1

}

(25)

Cov
sig

HL =
{

BHH2,BHL2, BLH2, BLL2

}

(26)

Cov
sig

LH =
{

BHH3,BHL3, BLH3, BLL3

}

(27)

The sub-band dimension is obtained by
[

a
4

× b
4

]

and using this

wavelet co-efficient BHH and BLL the data embedding process is

performed. The embedding process is represented as

Etl (A,X) = ωtl (A,X) + Estr ∗ Sec
sig

mbits (A,X) (28)

where Etl (A,X) represents the signal embedding process that

illustrates the watermarked audio signals. tl denotes the total

wavelet bands andmbits denotes the total message bits that range

from 1 to 8. The Secsig denotes the secret message signals and its

wavelet band is denoted as ωtl (A,X) and the variable that de-

notes the embedding strength is denoted as Estr . The embedding

process is depicted in Fig. 3.

3.5. Extraction phase

In the extraction process, the embedded watermark is ob-

tained from the watermark audio signal by the inverse wavelet

transform. The process involved in the extraction phase is briefly

described in this section.

3.5.1. Inverse wavelet transform

The original audio signal is recreated from the embedded

audio data with the secret message using the inverse wavelet

transform. Similarly to the wavelet transform, the inverse wavelet

transform breaks the hidden message into two phases. The initial

level decomposition is represented as

IDWT (Etl (A,X)) =
{

B∗
LL, B

∗
HL, B

∗
LH, B∗

HH

}

(29)

The inverse wavelet transforms comprised of the information

about sub-bands and it is represented as IDWT (Etl (A,X)). The

Etl (A,X) represents the second-level decomposition of the audio

signals.

3.5.2. Extraction of data

The extraction phase is the contradictory process of the em-

bedding process from which the original audio signal is recovered

from the cover signals. The extraction process is carried out based

on information like wavelet embedded image, optimal point lo-

cation, and the cover signal. The secret data is thus extracted by

the inverse DWT (IDWT). The secret data extraction is carried out

in two different decomposition levels demonstrated as

DWT − 1
(

E∗) = B∗
LL, B

∗
HL, B

∗
LH, B∗

HH (30)

where DWT − 1 denotes the first level decomposition and E

illustrates the embedded signals

DWT
(

Binv
HH

)

= B∗
HH1, B

∗
HL1, B

∗
LH1, B

∗
LL1 (31)

DWT
(

Binv
HL

)

= B∗
HH2, B

∗
HL2, B

∗
LH2, B

∗
LL2 (32)

DWT
(

Binv
LH

)

= B∗
HH3, B

∗
HL3, B

∗
LH3, B

∗
LL3 (33)

DWT
(

Binv
LL

)

= B∗
HH4, B

∗
HL4, B

∗
LH4, B

∗
LL4 (34)

The optimal location is determined and the secret data is

obtained from the cover audio signal and the data extraction is

mathematically determined as

Esec (A,X) = ω∗
tl (A,X) − ω∗

LL (35)

4. Results and discussion

The performance of the proposed optimization-based digital

audio watermarking is enumerated with the experimental setup,

dataset description, and comparative analysis.
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Fig. 3. The secret data embedding process.

4.1. Experimental setup

The proposed digital audio watermarking system is imple-

mented in PYTHON and the system configuration of the imple-

mentation consists of the PyCharm software executed in Win-

dows 10 system software.

4.1.1. Dataset description

The brain tumor image is utilized as an input image from the

BraTS database, which is in the form of multimodal scans with

various medical practices. Consequently, the available scans were

interpreted by the experts for the different glioma sub-regions in

the BraTS database.

4.1.2. Performance metrics

The effectiveness of the proposed digital audio watermarking

system is evaluated by analyzing the metrics, such as Mean

Square Error (MSE), Bit Error Rate (BER), and Signal-to-noise ratio

(SNR).

Mean square error

The mean square error is one of the statistical models, which is

estimated by taking the average squared difference between the

estimated and the actual value.

µsquared error = 1

ndata

ndata
∑

i=1

(

Υi − Υ̂i

)

(36)

where ndata denotes the data available, Υi represents the original
value, and Υ̂ represents the estimated value.

Bit error rate

The bit error rate is utilized to estimate the number of errors

per unit of time and it is obtained by dividing the total number

of errors by the total number of transmitted bits.

Biterror =

wsize
∑

i=1

wsize
∑

j=1

Sorg (i, j) ⊕ Sex (i, j)

wsize × wsize

(37)

The watermark size is denoted by wsize × wsize and ⊕ represents

the exclusive OR operator.

Signal-to-noise ratio

The SNR is defined as the ratio between the signal power

to the noise power and it is generally expressed in decibels.

The mathematical representation of the peak-to-signal ratio is

expressed as

SNR = 10 log10

(

Sρow

Nρow

)

(38)

4.2. Experiment analysis

The experimental results for embedding the image into the

audio signal are revealed in Fig. 4 with the input signal, corre-

sponding embedded image, recovered image, the original image,

and the embedded signal for the various noises. The analysis is

done by including various types of noise such as salt and pepper

noise, gaussian noise, and random noise, and without noise, the

proposed method performed well even without noise.

4.3. Performance analysis

In this section, the MSE, BER, and SNR of the SLOA optimiza-

tion utilizing the five different audio signals are analyzed by

considering the salt and pepper noise, gaussian noise, random

noise, and without noise.
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Fig. 4. Experimental results for Image 1.

4.3.1. Performance analysis for image 1 based on signals
The SLOA optimization performance for five different signals

using the various noise in terms of the MSE, BER, and SNR are
revealed in Fig. 5 and Table 2. Fig. 5(a) represents the MSE for
both the signals and the various corresponding noises. The MSE
for signal 5 based on the salt and pepper noise, gaussian noise,
random noise, and without noise are 0.065, 0.062, 0.059, and
0.056.

Fig. 5(b) represents the BER for both the signals and the
various corresponding noises. The BER for signal 5 based on the
3 different noise, and without noise are 0.081, 0.081, 0.081, and
0.035.

Fig. 5(c) represents the SNR for both the signals and the
various corresponding noises. The SNR for signal 5 based on the

3 different noise, and without noise are, and without noise are
53.422 dB, 54.422 dB, 54.422 dB, and 56.422 dB respectively.

4.3.2. Performance analysis for image 1 based on noise intensity
The SLOA optimization performance for various noise intensi-

ties using the various noise in terms of the MSE, BER, and SNR
are revealed in Fig. 6. Fig. 6(a) represents the MSE for both the
noise intensity and their corresponding noises. The MSE for the
0.4 noise intensity based on the 3 different noise, and without
noise are 0.093, 0.093, 0.090, and 0.078.

Fig. 6(b) represents the BER for both the noise intensity and
their various corresponding noises. The BER for the 0.4 noise
intensity based on the 3 different noise, and without noise are
and without noise are 0.074, 0.065, 0.054, and 0.043.
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Table 2

Performance for image 1 based on signals.

Signals Salt and pepper noise Gaussian noise Random noise Without noise

MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB)

Signal 1 0.111 0.095 42.363 0.104 0.090 43.363 0.101 0.089 43.363 0.099 0.082 45.363

Signal 2 0.107 0.085 43.378 0.094 0.084 44.378 0.091 0.084 44.378 0.082 0.071 46.378

Signal 3 0.097 0.084 45.041 0.083 0.083 46.041 0.081 0.083 46.041 0.080 0.059 48.041

Signal 4 0.086 0.083 50.756 0.075 0.083 51.756 0.073 0.083 51.756 0.070 0.047 53.756

Signal 5 0.065 0.081 53.422 0.062 0.081 54.422 0.059 0.081 54.422 0.056 0.035 56.422

Fig. 5. Performance analysis for image 1 based on signals. (a) MSE. (b) BER. (c) SNR.

Fig. 6. Performance analysis for image 1 based on noise intensity. (a) MSE. (b) BER. (c) SNR.

Fig. 6(c) represents the SNR for both the noise intensity and
their various corresponding noises. The SNR for the 0.4 noise
intensity based on the 3 different noise, and without noise are
39.001 dB, 40.001 dB, 41.001 dB, and 42.001 dB respectively.

4.3.3. Performance analysis for image 2 based on signals

The SLOA optimization performance for five different signals
using the various noise in terms of the MSE, BER, and SNR are
revealed in Fig. 7 and Table 3. Fig. 7(a) represents the MSE for
both the signals and the various corresponding noises. The MSE
for signal 5 based on the 3 different noise, and without noise are
0.046, 0.042, 0.038, and 0.034.

Fig. 7(b) represents the BER for both the signals and the
various corresponding noises. The BER for signal 5 based on the
3 different noises, and without noise are 0.079, 0.078, 0.078, and
0.051.

Fig. 7(c) represents the SNR for both the signals and the
various corresponding noises. The SNR for signal 5 based on the
3 different noise, and without noise are 57.634 dB, 58.634 dB,
59.634 dB, and 60.634 dB respectively.

4.3.4. Performance analysis for image 2 based on noise intensity

The SLOA optimization performance for various noise intensi-
ties using the various noise in terms of the MSE, BER, and SNR
are revealed in Fig. 8. Fig. 8(a) represents the MSE for both the
noise intensity and their corresponding noises. The MSE for the
0.4 noise intensity based on the 3 different noise, and without
noise are 0.110, 0.060, 0.058, and 0.055.

Fig. 8(b) represents the BER for both the noise intensity and
their various corresponding noises. The BER for the 0.4 noise
based on the 3 different noise, and without noise are 0.073, 0.070,
0.062, and 0.054.

Fig. 8(c) represents the SNR for both the noise intensity and
their various corresponding noises. The SNR for the 0.4 noise
based on the 3 different noise, and without noise are 42.001 dB,
43.002 dB, 44.004 dB, and 45.011 dB respectively.

4.4. Comparative methods

The methods considered for evaluating the performance of
SLOA optimization in the optimal block selection by considering
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Table 3

Performance for image 2 based on signals.

Signals Salt and pepper noise Gaussian noise Random noise Without noise

MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB)

Signal 1 0.131 0.086 43.045 0.102 0.084 44.045 0.098 0.083 45.045 0.098 0.079 46.045

Signal 2 0.106 0.085 44.067 0.087 0.081 45.067 0.083 0.080 46.067 0.053 0.077 47.067

Signal 3 0.091 0.080 46.062 0.072 0.080 47.062 0.068 0.080 48.062 0.052 0.068 49.062

Signal 4 0.076 0.079 54.134 0.061 0.079 55.134 0.057 0.079 56.134 0.049 0.059 57.134

Signal 5 0.046 0.079 57.634 0.042 0.078 58.634 0.038 0.078 59.634 0.034 0.051 60.634

Fig. 7. Performance analysis for image 2 based on signals. (a) MSE. (b) BER. (c) SNR.

Fig. 8. Performance analysis for image 2 based on noise intensity. (a) MSE. (b) BER. (c) SNR.

the MSE, SNR, and BER are the [18–20], and DCNN with Hybrid

Swarm optimization (HSO).

4.4.1. Comparative analysis for image 1 based on signals

The SLOA optimization performance for five different signals,

when compared to the other existing methods in terms of the

MSE, BER, and SNR, is revealed in Fig. 9. Fig. 9(a) represents the

MSE for both the signals as well as the corresponding existing and

proposed method. The attained MSE for the SLOA optimization for

signal 5 is 0.039, and the attained variations for the MSE is 46.77%

when compared to the DCNN with the HSO optimization method.

Fig. 9(b) represents the BER for both the signals as well as the

corresponding existing and proposed method. The attained BER

for the SLOA optimization for signal 5 is 0.089, and the attained

variations for the MSE is 1.45% when compared to the DCNN with

the HSO optimization method.

Fig. 9(c) represents the SNR for both the signals as well as
the corresponding existing and proposed method. The attained
SNR for the SLOA optimization for signal 5 is 48.861 dB, and the
attained variations for the SNR are 2.05% when compared to the
DCNN with the HSO optimization method.

4.4.2. Comparative analysis for image 2 based on signals
The SLOA optimization performance for five different signals,

when compared to the other existing methods in terms of the
MSE, BER, and SNR, is revealed in Fig. 10. Fig. 10(a) represents the
MSE for both the signals as well as the corresponding existing and
proposed method. The attained MSE for the SLOA optimization for
signal 5 is 0.014, and the attained variations for the MSE is 62.88%
when compared to the DCNN with the HSO optimization method.

Fig. 10(b) represents the BER for both the signals as well as the
corresponding existing and proposed method. The attained BER
for the SLOA optimization for signal 5 is 0.086, and the attained

10
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Fig. 9. Comparative analysis for input image 1. (a) MSE. (b) BER. (c) SNR.

Fig. 10. Comparative analysis for image 2. (a) MSE. (b) BER. (c) SNR.

variations for the MSE is 1.34% when compared to the DCNN with

the HSO optimization method.

Fig. 10(c) represents the SNR for both the signals as well as

the corresponding existing and proposed method. The attained

SNR for the SLOA optimization for signal 5 is 47.292 dB, and the

attained variations for the SNR is 2.11% when compared to the

DCNN with the HSO optimization method.

4.5. Comparative discussion

In this section, the MSE, BER, and the SNR of the various exist-

ing, as well as the proposed method, are described in Tables 4 and

5 for the input image 1 and image 2 depending on five different

types of signals. The attained MSE for the five different signals in

the input image 1 is 0.049, 0.046, 0.044, 0.041, and 0.039. The

attained BER for the five different signals in input image 1 is

0.089, 0.089, 0.089, 0.089., and 0.089 The attained SNR for the

five different signals in input image 1 is 44.753 dB, 45.540 dB,

47.050 dB, 47.961 dB, and 48.861 dB respectively.

The attained MSE for the five different signals in the input

image 2 is 0.028, 0.025, 0.021, 0.017, and 0.014. The attained

BER for the five different signals in input image 2 is 0.086, 0.086,

0.086, 0.086, and 0.086. The attained SNR for the five different

signals in input image 2 is 43.130 dB, 43.810 dB, 45.575 dB,

46.441 dB, and 47.292 dB respectively.

Compared to the existing classifiers and the optimization-
based classifiers, the DCNN with SLOA optimization attains a
higher SNR, low MSE, and BER. Thus, the more efficient output
and enhanced signal quality are attained by the presence of enor-
mous relevant information than the irrelevant noise signals. The
time complexity of the proposed DCNN-SLOA model is compared
with the conventional methods and tabulated in Table 6.

5. Conclusion

The audio signals are easily subjected to tampering and mod-
ifications, which may lead to various privacy and security issues.
This research article implements and evaluates the audio wa-
termarking model based on deep learning techniques. The DWT
approach is utilized in this research to enhance the performance
of the audio watermarking model. The importance of the selec-
tion of optimal locations for embedding the secret message is
highlighted in the research, which is accomplished by deep learn-
ing techniques. The selection of the optimal embedding location
is done by a DCNN classifier in which the hyperparameter is op-
timally tuned by the proposed search location optimization. The
evaluation based on the performance metrics, such as BER, MSE,
and SNR reveals that the optimization-based DCNN is found to be
effective in the watermarking system. The robustness and perfor-
mance improvement of the proposed model concerning MSE, BER,
and SNR is obtained as 46.77%, 1.45%, and 2.05% while comparing

11



A.J. Patil and R. Shelke High-Confidence Computing 3 (2023) 100153

Table 4

Comparative analysis for image 1 based on signals.

Methods Signal 1 Signal 2 Signal 3 Signal 4 Signal 5

MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB)

Neural Network 0.101 0.108 40.753 0.100 0.107 41.540 0.100 0.106 43.050 0.100 0.105 43.960 0.099 0.104 44.861

LSTM 0.092 0.094 41.753 0.089 0.093 42.540 0.089 0.092 44.050 0.089 0.091 44.960 0.089 0.091 45.861

DCNN 0.075 0.092 42.753 0.075 0.092 43.540 0.074 0.092 45.050 0.074 0.091 45.960 0.074 0.091 46.861

DCNN with HSO optimization 0.074 0.092 43.753 0.073 0.092 44.540 0.073 0.091 46.050 0.073 0.091 46.960 0.072 0.090 47.861

DCNN with SLOA optimization 0.049 0.089 44.753 0.046 0.089 45.540 0.044 0.089 47.050 0.041 0.089 47.961 0.039 0.089 48.861

Table 5

Comparative analysis for image 2 based on signals.

Methods Signal 1 Signal 2 Signal 3 Signal 4 Signal 5

MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB) MSE BER SNR (dB)

Neural Network 0.124 0.097 39.130 0.118 0.097 39.810 0.113 0.096 41.575 0.107 0.095 42.441 0.102 0.095 43.292

LSTM 0.092 0.090 40.130 0.089 0.089 40.810 0.089 0.088 42.575 0.088 0.088 43.441 0.087 0.087 44.292

DCNN 0.066 0.088 41.130 0.061 0.088 41.810 0.053 0.088 43.575 0.047 0.088 44.441 0.040 0.087 45.292

DCNN with HSO optimization 0.064 0.088 42.130 0.055 0.088 42.810 0.051 0.087 44.575 0.044 0.087 45.441 0.037 0.087 46.292

DCNN with SLOA optimization 0.028 0.086 43.130 0.025 0.086 43.810 0.021 0.086 45.575 0.017 0.086 46.441 0.014 0.086 47.292

Table 6

Time complexity analysis for DCNN-SLOA.

Methods Computation time (ms)

Neural network 76

LSTM 82

DCNN 93

DCNN with HSO optimization 79

DCNN with SLOA optimization 68

the DCNN with the HSO model. However, there requires a perfor-
mance increment in the proposed audio watermarking system in
the presence of noise. Hence, in the future, the advanced filters
will be utilized to remove the noise from the audio signals and
the hybridization of the advanced classifiers will be utilized to
mitigate the issues like vanishing gradients.
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Appendix A. Nomenclature

Saudio Cover audio signal
Stot Total signal
Ttot Total time interval
btot Total signal block
u Dimensional exploring region
pth Exploring period

Y
p

j ∈ R
u Present location1

θ
p

j Follower’s head angle

Y Promoter
Yx Promoter zero degrees
YR Promoter right side
Yh Promoter left side
R1 Random numbers
ϕmax Maximum pursuit angle
G Global best location
C Promoter scanning at zero degrees
α, γ Constant parameters
C andD Constant terms

βmax ∈ R
1 Maximum rotating angle

θj Randomized head angle
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Abstract - The ubiquitous use of digital media across various platforms has heightened the risk of copyright infringement and 

unauthorized distribution. Digital content such as images, audio, and video can be easily subjected to copyright violations if it 

is not adequately secured and protected using effective technological measures. In this paper, we explore different methods 

employed for safeguarding the copyright of digital media and propose a novel approach for copyright protection of audio files 

through the integration of watermarking techniques and neural networks. The proposed work concentrates on digital audio files. 

Our methodology leverages watermarking to embed ownership information or identifiers into audio files, ensuring their 

traceability and authenticity. Furthermore, we utilize neural networks, specifically encoder-decoder architecture, to enhance the 

robustness and security of the audio watermarking system. The primary objective of this innovative approach is to ensure robust 

protection of digital media without degrading the audio quality or clarity of embedded images. Utilizing sophisticated signal 

processing techniques, including wavelet transforms and denoising algorithms, the system embeds and subsequently reconstructs 

watermarked images within audio files with high fidelity. The goal is to strike an optimal balance between security and usability, 

providing content creators with a reliable method to safeguard their intellectual property. We evaluate the proposed method’s 

performance against critical parameters such as Maximum Correlation and Peak Signal-to-Noise Ratio (PSNR), among others. 

By training neural networks to embed watermarks imperceptibly and detect them accurately, we aim to provide a robust solution 

for copyright protection in the digital audio domain. 

 

Keywords - Copyright protection, Audio watermarking, Encoder-decoder, Deep Learning, Imperceptibility, Robustness.    

 

1. Introduction   
The advent of digital technologies and the internet has 

revolutionized the creation, dissemination, and consumption 

of audio content, enabling unparalleled access to a vast array 

of music, podcasts, audiobooks, and other forms of 

personalized data in audio format. However, this digital 

landscape also presents significant challenges in terms of 

copyright protection, such as unauthorized copying, 

distribution, and sharing of audio files. Addressing these 

challenges necessitates robust mechanisms to ensure the 

integrity, authenticity, as well as ownership of digital audio 

content. In the literature, various approaches have been 

proposed to tackle these issues. 

 

One of the promising techniques for safeguarding audio 

files against copyright infringement is the use of 

watermarking, which involves embedding another signal or 

ownership information directly into the host audio signal, 

making it difficult for attackers to extract or modify. 

Watermarking provides a means of uniquely identifying and 

tracing digital data, thereby enabling content creators and 

rights holders to prove ownership and enforce copyright 

protection measures. 

 

Intellectual property protection encompasses proof of 

ownership, access control, tracing illegal copies, and other 

aspects related to music/audio files. Traditional transform 

domain approaches for audio watermarking include Fourier 

Transform (FFT), Discrete Cosine Transform (DCT), Discrete 

Wavelet Transform (DWT), Singular Value Decomposition 

(SVD), and hybrid techniques [7, 9, 14, 18]. Machine learning 

[6, 27, 28] and Deep learning [3] approaches are currently 

being utilized to improve the robustness and imperceptibility 

of the watermarked signal.  

 

Additionally, cryptographic algorithms are being 

employed to enhance the security of the watermark and 

watermarked data. The most significant application of audio 

watermarking is to protect intellectual property rights and 

prevent unauthorized access. Consequently, there is a pressing 

need for a robust system for intellectual property protection of 

audio/music files. The goals of robustness and 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:1abhijietsir@gmail.com
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imperceptibility can be achieved through the synergy of deep 

learning and watermarking techniques.  

 

Traditional audio watermarking techniques heavily rely 

on expert knowledge and empirical rules, which pose 

challenges in implementation and tend to offer limited 

encoding capacity while being susceptible to different types of 

signal attacks. Current advancements in deep learning and 

neural networks have paved the way for enhancing the 

performance and security of watermarking techniques. Deep 

learning architectures, including Convolutional Neural 

Networks (CNNs) [9, 25] and Recurrent Neural Networks 

(RNNs), have exhibited remarkable capabilities in feature 

extraction, pattern recognition, and signal processing tasks. 

 

The approaches used for digital signal watermarking can 

be divided into three classes: i) Traditional, ii) Machine 

learning based and iii) Deep learning based. Deep learning 

techniques have demonstrated promising capabilities in audio 

watermarking, offering higher encoding capacity and 

enhanced robustness against attacks. Deep Neural Networks 

(DNNs) can automatically learn and adapt to predefined 

attacks, significantly reducing the complexity involved in 

designing encoding strategies.  

 

This research paper aims to give a comprehensive review 

of the current techniques used in copyright protection of audio 

files using watermarking and deep learning. We explored the 

potential benefits of DNN-based audio watermarking. 

Throughout this paper, we analyzed the existing literature, 

highlighting key contributions and innovations in the field. 

Additionally, we will address the limitations and challenges of 

the current techniques and provide recommendations for 

future research endeavors. By harnessing the power of neural 

networks, we can develop more robust and resilient 

watermarking schemes capable of handling common attacks 

on audio signals without disturbing the quality and integrity of 

the original audio signal. 

 

This research aims to provide an innovative approach for 

embedding a copyright of the owner (Image) into the audio 

without degrading the quality of the audio. Hence, In this 

paper a novel approach is proposed which makes use of DWT 

and Encoder-Decoder Network. The methodology combines 

state-of-the-art watermarking techniques with advanced 

neural network architectures to achieve robust and secure 

embedding of ownership information into audio content.  

The main aim of the proposed method is to address the 

limitations of existing methods and provide a better solution 

for copyright enforcement in digital audio files. Despite 

different approaches being used by the researchers, some 

research gaps are identified in finding a novel solution for 

copyright protection. The main research gap is that no 

previous approach satisfies all of the required parameters at 

its highest level for achieving the security and robust, tamper 

proof watermarked audio data with respect to:  

 Preserving the quality of the original audio is an important 

factor while doing all the required modifications to the 

original signal during the watermark embedding process. 

 Making the watermarked signal more secure against 

attacks by applying the best suitable approach. 

 Extraction of original watermark with the greatest 

accuracy. This can be tested using the Bit Error Rate. 

 

Out of all the previously used approaches, no one had 

used and tested the autoencoder based approach for 

watermarking and extraction. This research work tested the 

autoencoders based procedure for audio watermarking to 

achieve the properties of Imperceptibility, Security and 

Robustness. The paper is organized as follows: Section 1 deals 

with the introduction of the topic, In Section 2, an overview of 

recent techniques being used and their applications is 

mentioned. It also discusses the role of neural networks in 

enhancing the security and robustness of watermarking 

schemes in copyright protection. Section 3 describes the 

proposed methodology in detail.   Experimental results and 

performance metrics are discussed in Section 4. Finally, the 

paper is concluded in Section 5, highlighting the contributions 

and potential applications of our research. The future 

directions of this research are also highlighted. 

 

2. Literature Review  
While traditional watermarking methods have 

demonstrated effectiveness to some extent, they often lack 

robustness against common attacks on audio signal 

processing. In the literature, diverse approaches are employed 

for this task. Through the literature survey, we found various 

techniques being used and few of them are discussed here with 

their merits and demerits.  

[1] Huang et al. proposed a “digital audio watermarking 

algorithm” to protect music multimedia works. The paper 

highlights the importance of copyright protection in 

multimedia and introduces a novel watermarking approach 

using sparse representation persistent-based techniques to 

embed imperceptible watermarks. They utilized Improved 

Singular Value Decomposition (iSVD) and Orthogonal 

Matching Pursuit (OMP) for implementation. Through 

experimental evaluation, the authors demonstrated the 

proposed algorithm’s effectiveness and robustness in 

preserving music content’s integrity and ownership. This 

research contributes to advancing copyright protection 

techniques in multimedia applications. 

 

[2] Liu et al. introduced “DeAR, a deep-learning-based 

audio watermarking scheme” is resilient to re-recording 

attacks. The paper addresses protecting audio content against 

re-recording attacks by leveraging deep learning techniques. 
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Experimental validation demonstrated DeAR’s effectiveness 

in embedding robust watermarks that withstand re-recording 

while maintaining perceptual quality. Their research 

contributes to developing resilient watermarking methods for 

copyright protection in audio applications. Their test results 

have shown SNR: 25.86 db and BER accuracy: 98.55%. 

 

[3] Pavlović, Kovačević, and Đurović propose a novel 

speech watermarking technique based on Deep Neural 

Networks (DNNs). An encoder-decoder architecture is used 

for watermark embedding and extraction, achieving PSNR 

above 57dB and 100% transmission accuracy. 

[4] Qu et al. propose AudioQR, a deep neural audio 

watermarking scheme using QR codes. They used an encoder-

decoder framework for QR embedding and extraction. The 

proposed method is evaluated against Bit Error Rate (BER) 

and Signal-to-Noise Ratio (SNR). Their research contributes 

to developing QR-based audio watermarking techniques for 

multimedia applications. The test results have shown SNR: 

31.84 and with data augmentation: 49.50 db BER Accuracy: 

99.9% 

[5] Singha and Ullah demonstrated an audio 

watermarking scheme with the decentralization of 

watermarks. The paper introduces a novel approach by 

distributing watermark data across multiple frequency bands 

using 16-level DWT along with the SVD technique for 

decentralized watermark embedding and extraction. They 

tested the system’s effectiveness by applying “additive white 

Gaussian noise” to the watermarked signal. Their approach 

showed robustness against common attacks while maintaining 

watermark invisibility. 

 

[6] Wang, Qi, and Niu proposed a new adaptive technique 

based on Support Vector Regression (SVR). The paper 

addresses the challenge of adaptability in watermarking 

schemes by leveraging SVR to dynamically adjust watermark 

embedding parameters based on the audio signal’s 

characteristics.  

 

Experimental validation demonstrated the approach’s 

robustness in achieving imperceptible watermarking while 

maintaining high audio quality fidelity. The system is robust 

against common attacks. They obtained Normalized Cross-

correlation (NC): 0.9858, Distortion Ratio (DR): 0.0081, Peak 

Signal-to-Noise Ratio (PSNR): 41.81. 

 

[9] Galajit et al. proposed “A semi-fragile speech 

watermarking scheme based on Singular-Spectrum Analysis 

(SSA) with CNN-based parameter estimation for tampering 

detection.” Experimental validation demonstrated the 

approach’s effectiveness in detecting tampering and ensuring 

the integrity of speech signals.                              

[10] Kumsawat, Attakitmongcol, and Srikaew used a 

multiwavelet transform to achieve copyright protection in 

digital audio. They introduced a different approach to 

embedding watermarks into audio signals using multiwavelet 

transform, achieving improved robustness and 

imperceptibility. Experimental validation demonstrated the 

effectiveness of their approach in preserving audio content’s 

integrity and ownership. 

 

[14] Pourhashemi, Mosleh, and Erfani proposed an 

“ensemble-based watermark detector and discrete wavelet 

transform”. The paper introduced an innovative approach to 

embedding watermarks into audio signals using DWT and 

employing ensemble-based detectors for watermark 
extraction. Their experimental demonstration showed the 

system’s effectiveness in detecting watermarks and ensuring 

the authenticity of audio content.  

 

[17] M. R. R. Ansori, Allwinnaldo, R. N. Alief et al. 

“HADES: A  Hash-based Audio Copy Detection System” is 
implemented. It uses a novel approach with audio hash and 

integration of blockchain for a decentralized, transparent way 

of ownership protection. The proposed system is robust 

against many types of attacks. 

 

2.1. Objectives of Research 

Both CNNs and RNNs can be trained on large datasets of 

audio signals and watermarks, enabling them to learn robust 

and generalizable representations for watermarking. 

Additionally, these models can be combined with traditional 

signal processing techniques or other neural network 

architectures (e.g., autoencoders, GANs) to create hybrid or 

ensemble models for improved performance. Our research 

aims to test our custom autoencoders on audio files to address 

the challenges through several key objectives: 

 Utilize autoencoder technology to embed imperceptible 

watermarks in audio streams without altering audio 

quality. 

 Improve the reconstruction of images from watermarked 

audio to maintain original clarity and integrity. 

 Achieve a practical equilibrium between imperceptibility 

security features and user experience without degrading 

the quality of the audio file. 

 Rigorously test the system against common and 

sophisticated attacks to ensure robustness. 

 

3. Materials and Methods  
The proposed system introduces an innovative approach 

to multimedia data encoding and decoding along with the 

integration of image and audio signals for watermarking, 

employing meticulous preprocessing with the help of 

autoencoder and Discrete Wavelet Transform. Through 

encoding, image data is embedded into audio, while decoding 

efficiently retrieves and reconstructs the original image using 
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a dedicated neural network, ensuring robust data integrity 

preservation across domains. Methodology: We perform a 

series of experiments to test the effectiveness of our approach 

in terms of watermark imperceptibility, resilience against 

various attacks, and the accuracy of watermark extraction. The 

whole process involves 7 steps, from pre-processing up to the 

final output. This research endeavor contributes to the 

advancement of sophisticated techniques aimed at 

safeguarding intellectual property rights in the digital audio 

domain. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Encoder architecture: Watermark embedding 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Decoder architecture: Watermark extraction 
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3.1. Step 1: Image Encoding 

3.1.1. Image Preprocessing 

The initial step involves taking an input image with 

dimensions of 128 x 128 pixels. This image is preprocessed to 

ensure uniformity and quality before passing it to the image 

encoder neural network. 

 

3.1.2. Image Embedding Using Neural Network 

The preprocessed image is then fed into an image encoder 

neural network. This neural network is specifically designed 

to compress the image while retaining its essential features. 

The output from this network is a set of Image Embeddings 

that represent a compressed and feature-rich representation of 

the input image. 

3.1.3. Normalization of Image Embeddings 

The obtained image embeddings undergo a normalization 

process to standardize their values. This step ensures that the 

image data is uniformly scaled, facilitating consistent 

processing and integration with the audio signal.  

3.1.4. Extraction of High-Frequency Components (HF) 

From the normalized image embeddings, HF components 

are extracted. These components represent the fine details and 

textures of the image, which are crucial for preserving image 

quality during the embedding process. 

3.1.5. Embedding onto High-Frequency (HF) Components 

The extracted high-frequency components from the 

image are then embedded onto the HF components of the 

audio signal. This embedding ensures that the image 

information is seamlessly integrated into the audio without 

compromising the audio quality [22]. 

3.2. Step 2: Audio Preprocessing 
3.2.1. Denoising of Input Audio 

Simultaneously, the input audio signal undergoes 

denoising to eliminate any background noise or artifacts that 

may interfere with the watermarking process. This ensures a 

clean and clear audio signal for further processing.  

 
3.2.2. Discrete Wavelet Transform (DWT) 

Following denoising, the audio signal is subjected to a 

Discrete Wavelet Transform (DWT) using the ‘sym8’ 
symmetric biorthogonal wavelet. The DWT decomposes the 

audio signal into two primary components [22]: 
 

3.2.3. Approximation Coefficients (cA) 

These coefficients represent the low-frequency 

components of the audio signal, capturing the overall tone and 

base sounds.  
 

3.2.4. Detail Coefficients (cD) 

The detail coefficients contain the HF components of the 

audio signal, capturing the nuances and finer details of the 

sound. 

3.3. Step 3: Integration of Image and Audio 

3.3.1. Embedding Image onto Audio 

The high-frequency components extracted from the 

image (Embedded on high-frequency components) are 

integrated with the detail coefficient vector (cD) obtained 

from the audio signal. This integration ensures that the image 

watermark is effectively embedded into the high-frequency 

components of the audio signal. 

3.4. Step 4: Audio Reconstruction 
3.4.1. Inverse Discrete Wavelet Transform (IDWT) 

To reconstruct the audio signal with the embedded image 

information, the modified detail coefficient vector (cD) is 

combined with the approximation coefficient vector (cA) 

using the Inverse Discrete Wavelet Transform (IDWT) with 

the ‘sym8’ wavelet.  

 
3.4.2. Watermarked Audio Output 

The output from the IDWT is the final encoded audio, 

which is the original audio signal reconstructed with the 

embedded image watermark. This watermarked audio 

maintains the integrity and quality of the original audio while 

carrying the embedded image information.   

3.5. Step 5: Audio Decoding 

3.5.1. Discrete Wavelet Transform (DWT) 

The initial step in the decoding process involves 

subjecting the Encoded Audio, which carries the watermarked 

image data, to a Discrete Wavelet Transform (DWT). This 

transformation utilizes the ‘sym8’ symmetric biorthogonal 

wavelet to decompose the watermarked audio signal into two 

primary components: 

3.5.2. Approximation Coefficients (cA) 

These coefficients represent the low-frequency 

components of the watermarked audio signal, capturing the 

fundamental tones and base sounds.  
 

3.5.3. Detail Coefficients (cD) 

The detail coefficients found within the cD vector 

encompass the HF components of the audio signal. 

Importantly, these detail coefficients contain the watermark 

information embedded during the encoding process. 
 

3.6. Step 6: Watermark Extraction 

3.6.1. Extraction of Detail Coefficient Vector (cD) 

The Detail Coefficient vector (cD) is isolated from the 

DWT output, as it houses the watermark data that has been 

embedded into the HF components of the audio signal. 
 

3.6.2. Transformation to 128x1 Watermark Array 

From the extracted cD vector, a transformation is 

performed to derive a 128x1 watermark array. This array 

serves as a compressed representation of the embedded image 

information, maintaining the integrity of the watermark 

despite its compression. 
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3.7. Step 7: Image Decoding 

3.7.1. Image Decoder Neural Network 

The 128x1 watermark array containing the embedded 

image data is then inputted into an image decoder neural 

network. This neural network is specifically designed to 

decode and reconstruct the original 128x128 image from the 

compressed watermark data. 

3.7.2. Neural Network Processing 

The Image Decoder processes the 128x1 watermark array 

through its layers, utilizing learned weights and biases to 

reconstruct the image. The network leverages its architecture 

and training to map the compressed watermark data back to 

the original image features, allowing for accurate image 

reconstruction. 

3.7.3. Reconstructed Image Output 

Upon completion of the decoding process, the Image 

Decoder outputs the reconstructed 128x128 image. This 

image mirrors the original image that was initially embedded 

into the audio signal during the encoding phase, effectively 

recovering the embedded image data.  

4. Results and Discussion  
We designed the system in Python with the use of 

libraries such as sound files, librosa, pywt, numpy, PIL etc. 

The model is trained with a sample image dataset from Kaggle 

(“https://www.kaggle.com/datasets/farzadnekouei/50k-

celebrity-faces-image-dataset”).  

 

We trained the model on these images for better 

embedding and reconstruction of watermark images with 

maximum features. From these trained images any image can 

be used as a watermark. We trained the model in Google Colab 

for 30 epochs and then tested it for random audio files and 

watermarks.  

 

For evaluating the performance of an autoencoder-based 

approach in watermarking audio signals with image data, 

SNR, MC, and BER are tested. The encoding process utilized 

a neural network to embed image information into audio, 

while the decoding process employed a neural network to 

extract and reconstruct the embedded image from the 

watermarked audio signal. Below are the detailed results and 

analysis based on the experiments conducted. 

 

4.1. Performance Metrics 

4.1.1. Signal-to-Noise Ratio (SNR) 

The average SNR obtained from the decoding process 

was found to be approximately 60.285 dB. This high SNR 

value indicates that the watermarking process maintains the 

quality and fidelity of the audio signal well, with minimal 

distortion introduced during the encoding and decoding 

processes. 

    

Fig. 3 Calculating SNR and cross correlation for pre-trained image 

 

4.1.2. Maximum Correlation between Images 

The average maximum correlation coefficient between 

the original and reconstructed images was calculated to be 

approximately 0.99895. This near-perfect correlation 

demonstrates that the autoencoder-based approach is highly 

effective in preserving image quality during the watermark 

extraction process. 

 

4.1.3. Bit Error Rate 

It is used to check the transmission accuracy and 

integrity of the signal. In this research, the embedded signal 

satisfies the imperceptibility at a high level. However, BER 

is compromised a little bit as compared to other methods used 

in the literature. The observed values of BER are in the range 

of 0.9 to 1.5% for different signals. 
 

 

Fig. 4 SNR and Max correlation calculation for the test image 
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4.2. Loss Trend Analysis 

As shown in Figure 5, the loss value shows a decreasing 

trend over the number of epochs, indicating that the 

autoencoder model is effectively learning to reconstruct the 

image from the watermark data embedded in the audio signal. 

The initial higher loss values gradually decrease, converging 

to smaller values as the model learns to optimize the 

reconstruction process.  Reconstruction Loss = 1𝑁 ∑(xi − xi^)𝑁
𝑖=1  2 

4.3. Training History and Loss Analysis 

The training history of the autoencoder model provides 

valuable insights into the learning process and convergence of 

the neural network. The loss values, calculated during each 

epoch of training, are summarized in the table given below as 

follows: 

 
Table 1: Training and validation  loss analysis 

Epoch Training Loss Validation Loss 

1 0.0137 0.0043 

2 0.0041 0.0073 

3 0.0034 0.0034 

4 0.0031 0.0028 

5 0.0028 0.0028 

10 0.0021 0.0022 

15 0.0019 0.0021 

20 0.0017 0.0018 

25 0.0016 0.0017 

30 0.0015 0.0015 

 

 

Fig. 5 Testing reconstruction loss using encoder-decoder architecture 
 

4.4. Robustness Analysis 

Because of the use of an encoder-decoder model of more 

than 5 layers, the watermark embedding and extraction 

process has become so complex that it is very difficult for the 

attacker to manipulate the signal or extract the watermark 

information. The embedded signal is robust against the 

attacks. 

This deep learning-based audio watermarking using an 

encoder-decoder network presents a robust methodology for 

preserving audio quality while embedding copyrights into 

audio files. Through meticulous data pre-processing, model 

design, training, and evaluation, methodological rigor is 

ensured, laying a strong foundation for reliable watermarking 

processes. Leveraging tools like Librosa for audio processing 

and TensorFlow/Keras for deep learning, the proposed 

approach accurately reconstructs watermark images from 

processed audio signals, showcasing its effectiveness in 

content authentication and copyright protection. The study 

underscores promising applications in digital rights 

management, offering avenues for enhanced copyright 

protection and content authentication in various domains. We 

tested the approach on random samples of audio and 

watermark images and calculated SNR and Cross Correlation 

parameters. The observation shows that the approach is better 

than the previously used approaches in terms of 

imperceptibility and security of audio signal with a 

watermark. It is observed that BER is quite high; however, the 

quality of the audio is not degraded because of the use of bits 

from the high frequency components of the audio signal, 

which are inaudible to the human audio system. Also, the 

reconstruction of the watermark has shown good results. 

DWT-based signal decomposition with the help of the ‘sym8’ 
symmetric biorthogonal wavelet to decompose the 

watermarked audio signal into two primary components, cA 

and cD, made it easier to embed and extract the watermark. 

After calculating the parameters the average values obtained 

are SNR: 51.55, MC: 0.9989. The average BER is ≥ 1.2%. 

Though the approach gives a little higher BER as compared to 

the methods discussed in the literature it preserves the original 

quality of audio signal and imperceptibility. For testing the 

imperceptibility, 3 different samples of original and embedded 

audio with 15 different persons were tested. After careful 

listening to the samples, not a single user was able to identify 

any significant difference between the original and embedded 

signal.  

5. Conclusion  
A novel approach using autoencoders is presented in this 

paper. Audio watermarking using an encoder-decoder 

network presents a robust methodology for preserving audio 

quality while embedding copyrights into audio files. Through 

meticulous data pre-processing, model design, training, and 

evaluation, methodological rigor is ensured, laying a strong 

foundation for reliable watermarking processes. Leveraging 

tools like Librosa for audio processing and TensorFlow/ Keras 

for deep learning, the proposed approach accurately 

reconstructs watermark images from processed audio signals, 

showcasing its effectiveness in content authentication and 

copyright protection. The study underscores promising 

applications in digital rights management, offering avenues 

for enhanced copyright protection and content authentication 

in various domains. We tested the approach on random 
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samples of audio and watermark images and calculated SNR 

and Cross Correlation parameters. The observation shows that 

the approach is better than the previously used approaches in 

terms of imperceptibility and security of audio signal with a 

watermark. It is observed that BER is quite high; however, the 

quality of the audio is not degraded because of the use of bits 

from the high frequency components of the audio signal, 

which are inaudible to the human audio system. The studies 

reviewed in this paper showcase the robustness of various 

watermarking techniques in safeguarding audio files against 

copyright infringement. Ranging from hash-based detection 

systems like DEAR [2], AudioQR [4], SVM Based [6], and 

HADES [17] to other deep learning-based approaches [21] 

and copyright-embedded watermarking schemes, each 

method presents unique advantages and challenges in 

achieving reliable copyright protection across decentralized 

music sharing platforms and other digital audio environments. 

Our approach demonstrates enhanced robustness against 

common signal processing attacks and has proven its 

effectiveness compared to previously employed 

methodologies. The experimental results indicate that the 

encoder-decoder-based method is more effective in protecting 

intellectual property rights in audio and music files. Overall, 

the findings presented in this paper contribute to the ongoing 

discourse on audio watermarking for copyright protection and 

provide valuable insights into the field of digital media 

security and intellectual property rights enforcement. 

 

5.1. Future Work 

Through this paper, we demonstrated the effectiveness of 

watermarking and deep learning with the traditional 

approaches for copyright protection of digital audio files. 

However, topics such as optimization-based watermarking, 

decentralized watermarking schemes, and the integration of 

blockchain technology for copyright enforcement present 

exciting opportunities for further exploration and 

development. Overall, this paper underscores the importance 

of continuous research and innovation in audio watermarking 

techniques to address the evolving challenges of copyright 

protection in digital audio content. By advancing the state of 

the art in watermarking technology, researchers and 

practitioners can contribute to the creation of more secure, 

robust, and efficient solutions for preserving the integrity and 

ownership of audio content in today’s digital landscape. 

Looking ahead, future research directions may focus on 

optimizing the autoencoder architecture and extending real-

time processing capabilities, further advancing the field of 

audio watermarking. 
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