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PREFACE 

Smart cities have emerged as a solution to enhance services and quality of life for 

residents and visitors. These cities have made significant progress in optimizing 

resource utilization, promoting environmental protection, improving infrastructure 

operations and maintenance, and strengthening safety and security measures. 

Achieving these improvements requires the implementation of new and existing 

technologies, as well as the application of optimization techniques. Among the 

technologies supporting smart city applications, the Internet of Things, FOG 

computing, and cloud computing play vital roles. Integrating these three technologies 

into a single system, known as the integrated IoT-Fog-Cloud system, offers a 

sophisticated platform for developing and managing various smart city applications. By 

leveraging the strengths of IoT gadgets, FOG nodes, and cloud services, this platform 

enables applications to deliver optimal functionality and performance. The integrated 

system opens up numerous opportunities for enhancing applications across sectors such 

as energy, transportation, healthcare, and more. This research work focuses on 

designing an improvised SMART FOG system, which the key emphasis of the study. 

Outline of the Thesis: 

The entire research work is divided into six chapters as discussed. The chapterization 

contains the overview of the proposed SMART FOG protocol-based technique, 

implementation challenges, task allocation, scheduling techniques, fault tolerance 

mechanisms, literature review of different authors, result analysis/testing, performance 

evaluation, and conclusion.  

• Chapter - 1 Introduction: Serves as a foundation for the research work by 

highlighting the need for the study. It accomplishes this by referencing various 

articles and analyzing surveys to establish a solid base for the proposed research. 

To clarify the background concepts of fog computing, different terminologies 

related to fog computing are defined and explained. This ensures that readers 

have a clear understanding of the key terms and concepts associated with the 

research topic. The chapter also provides an overview of the proposed SMART 

FOG protocol-based technique. It explains the core features and functionality of 
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the technique, highlighting how it differs from existing approaches. 

Additionally, a comparative study is conducted to compare the proposed 

technique with other relevant methods in the field. This comparison helps to 

establish the unique benefits and advantages of the SMART FOG protocol-

based technique. By encompassing these elements, the first chapter sets the 

stage for the research work, presenting the need for the study, providing a solid 

base through article references and survey analysis, clarifying fog computing 

concepts, and introducing the proposed SMART FOG protocol-based technique 

along with its comparative study. 

• Chapter -2 Literature Review: Focuses on reviewing past studies conducted 

in the research area. It involves examining a broad range of previously 

completed research projects and providing a comprehensive background of 

other relevant research works. These sources of literature include journals, 

articles, research papers, and reputable platforms such as the OpenFog 

Consortium, IEEE conferences and journals, Springer publications, and online 

fog computing articles and resources. By conducting this review, the chapter 

aims to gather existing knowledge, identify gaps in the research field, and build 

upon the work that has already been done. It provides a critical analysis and 

synthesis of the literature, highlighting key findings, methodologies, and 

advancements in fog computing and related domains. The review of the 

literature serves several purposes. Firstly, it helps to establish the current state 

of the research area, providing a context for the proposed study. Secondly, it 

helps the researcher identify research gaps or areas that require further 

exploration. By examining the existing literature, the chapter also highlights the 

strengths and weaknesses of previous approaches, leading to insights and 

inspiration for the proposed research. The sources of literature mentioned, such 

as the OpenFog Consortium, IEEE, Springer, and online fog computing articles 

and resources, represent reputable and authoritative platforms in the field. By 

consulting these sources, the chapter ensures a comprehensive and reliable 

review of the existing literature, contributing to the overall credibility and 

validity of the research project. 
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• Chapter -3 Research Methodology: This is dedicated to describing the 

methodology used in the research project. It primarily focuses on the 

architecture of the proposed system, including the use of block diagrams to 

visualize the system's structure. The chapter provides a detailed explanation of 

the different layers within the architecture, highlighting their functions and 

interactions. In addition to the system architecture, the chapter also explores the 

various technologies employed in the implementation of the proposed system. 

It delves into the specifics of these technologies, discussing their relevance and 

suitability for the project. The methodology chapter also outlines the research 

methods employed in the study. It mentions the use of questionnaires or surveys 

to gather data and insights from relevant stakeholders or experts in the field. 

These methods help in understanding the requirements, challenges, and 

expectations associated with the proposed system. By gathering feedback 

through questionnaires, the research project can align its objectives with the 

needs of the intended users or beneficiaries. Furthermore, the chapter addresses 

any gaps or open challenges that were identified during the literature review. It 

highlights how these gaps are addressed or resolved through the proposed 

research. The focus is on designing and developing the proposed system to 

bridge these gaps and overcome challenges identified in previous studies.  

• Chapter - 4 SMART FOG-based Technique: Focuses on the implementation 

of the proposed system. The chapter discusses the total work done in the system 

and outlines the next steps and milestones to be achieved. It also addresses the 

challenges encountered during the selection of communication protocols and 

security measures for each layer of communication. The sharing of 

computational power between IoT devices and fog devices is identified as a 

challenging aspect, and an improvised method is proposed to enable this 

sharing. The proposed SMART FOG protocol-based technique aims to execute 

tasks in the fog environment to avoid latency issues associated with sending 

requests to cloud centers. 
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• Chapter – 5 Allocation and Scheduling of Computational Power: The focus 

is on the allocation and scheduling of computational resources shared with IoT 

devices. The chapter explores different techniques of resource allocation and 

scheduling, identifying the most efficient ones suitable for fog computing. The 

current work is tested according to the proposed system, and the results are 

evaluated to meet the objectives of the research. The evaluation specifically 

assesses the impact of the proposed work on latency issues in the existing 

system. Testing and evaluation are crucial for validating the hypothesis, which 

centers around implementing the SMART FOG protocol-based technique to 

create a fog environment that shares computational power with IoT devices. 

• Chapter – 6 Conclusion and Future Work: Provides a summary of the 

research work and its outcomes in comparison to the expected results defined 

during the design phase. A detailed analysis is conducted to project future 

possibilities and enhancements to the system resulting from the study. The 

chapter also highlights key challenges and issues that warrant further 

investigation for future development. This chapter serves as a conclusion to the 

research, summarizing its findings and suggesting avenues for future research 

and improvement. 

In conclusion, based on the evaluation of various accuracy parameters, it can be inferred 

that the MLP classifier and Logistic Regression are the most suitable classification 

algorithms for resource allocation and task offloading in a SMART FOG environment. 

These classifiers consistently outperform the others and demonstrate their effectiveness 

in achieving accurate and reliable results.  
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