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Hypothesis -1 Survey 
questions 

1. Age of Participant. 

2. Gender 

3. City of Residence: 

4. Are you aware of the concept of smart cities ? 

a) Yes 
b) No 

5. Have you used any smart transportation technologies in your city ? 

a) Yes 
b) No 

6. Which of the following smart transportation technologies being used ? 

a) AI-Based Systems 
b) Fog Computing 
c) IoT-Based Traffic Prediction Models 
d) Machine Learning-Based Traffic Prediction Models 

 

7. How would you rate the reliability of public transportation in your city ? 

a) Low 
b) Moderate 
c) High 
d) Very High 
 

8. How would you rate the effectiveness of smart transportation technologies in 
enhancing the transportation system for smart cities ? 
 

a) Low 
b) High 

 
9. Do you have any additional comments or suggestions regarding smart 

transportation technologies in smart cities ? 
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Abstract: Cities are developing with boundless boundaries, Policymakers and urban organizers are investigating 

ways to address smart Infrastructure in smart cities such as smart water management, Environmental monitoring, 
Green spaces, smart waste management, smart commuting, smart solution to traffic congestion and hassle-free day-

by-day transportation. Smart commuting may be a key component of the smart framework, which points to making 

strides in efficiency, security, sustainability, and by and large quality of life in urban and country regions. Smart 

commuting leverages innovation and data-driven solutions to upgrade different angles of the transportation 

framework. Development in innovation such as IoT, Artificial intelligence, and Machine learning has invented 

various solutions for smart commuting in smart cities. Smart cities contribute capital in the present day and effective 
public transportation frameworks, including buses, metro, and rail systems. These frameworks regularly 

incorporate Traffic Monitoring, real-time tracking, ticket sales prediction, remote door unlocking, seat availability 

prediction and other advanced innovations to make commuting more helpful.Our paper investigate and discuss 

various ML algorithms and techniques to address traffic congestionproblems in smart cities using traffic prediction 

methods. 

Keywords: Classifiers;tomtom; Precision; Recall; TP Rate; FP Rate; Bayes; Naïve Bayes; Random Forest. 

INTRODUCTION 

Machine learning algorithms can be very effective in designing models for solving traffic congestion problems. 

They can help with various aspects of traffic management and optimization by analyzing historical data, making 

predictions, and making recommendations. 

 

Figure 1 Model Devising 

Some of the common cases are Traffic predictions, Traffic flow management, Demand Management, Parking 

optimization. Traffic prediction and control systems in smart cities are essential for managing urban congestion and 

improving overall transportation efficiency. Various machine learning and IoT-based models have been developed 

to address these challenges. Some of the existing approaches in this field are shown below. 
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Figure 2 Data Processing Model (Courtesy : peerj.com ) 

IoT devices and sensors deployed across road networks can collect real-time data on traffic flow, vehicle speeds, and 

occupancy. By analysing this data, traffic prediction models can provide accurate and up-to-date traffic forecasts. 

Using real-time traffic data collected from IoT sensors, adaptive traffic signal control systems can adjust signal 

timings based on current traffic conditions. These systems aim to minimize congestion and improve traffic flow 

efficiency. By combining machine learning-based traffic prediction models with control algorithms, predictive 

traffic control systems can anticipate traffic conditions and adjust signal timings proactively. These systems help 

prevent traffic jams before they happen. Predictive machine learning models for smart transportation systems 

integrate data from various sources, including traffic cameras, GPS devices, and weather forecasts, to predict traffic 

congestion, optimize routing transit routes, increase the efficiency of public transportation, and improve the overall 

transportation experience. By analysing real-time and historical  data, these models offer solutions such as traffic 

rerouting, recommending efficient logistics routes, forecasting public transport demand, improve security, 

revolutionizing the way transportation is managed and transform urban mobility for the better. 

MACHINE LEARNING MODELLING 

The machine learning algorithm includes the following steps for analysis. 

1) Data Collection: IoT devices collect data from various sensors, such as traffic cameras, GPS devices, motion, or 

light sensors. The data can be collected continuously or at regular intervals and transmitted to a central server or 

cloud platform for processing. 

2) Preprocessing: Raw data collected from IoT devices often requires preprocessing to remove noise, handle 

missing values, or normalize the data. This step ensures that the data is in a suitable format for further analysis. 

3) Feature Extraction:Feature extraction involves identifying and extracting relevant features from the pre-

processed data. Features are specific measurements or characteristics that capture the essential information for 

the intended analysis or application. For example, in a smart commuting, features could include speed, 

Num_Reads, Hour, Zip Codes, Region, Bus Count. 
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4) Selection and Dimensionality Reduction: Depending on the application, it may be necessary to select a subset of 

features or reduce the dimensionality of the data. This step aims to eliminate irrelevant or redundant features, 

improving computational efficiency and reducing the risk of overfitting in machine learning models. 

5) Data Integration: In some cases, data from multiple IoT devices or sources may need to be integrated to derive 

meaningful insights. Integration can involve combining data from various sensors, time synchronization, or 

merging data from different locations or devices. 

6) Data Analytics: Once the relevant features have been extracted and processed, various analytics techniques can 

be applied to gain insights or make predictions. This can include statistical analysis, data mining, machine 

learning algorithms, or artificial intelligence models. 

7) Visualization and Reporting: The processed data and analytics results can be visualized using charts, graphs, or 

dashboards to provide a clear representation of the information. Visualizations aid in understanding patterns, 

trends, or anomalies in the data. Additionally, reports or alerts can be generated to notify users or stakeholders of 

important findings or events. 

8) Real-Time Processing: IoT systems often require real-time processing to enable timely decision-making or 

immediate actions based on the collected data. Real-time processing involves analysing data as it arrives and 

generating responses or triggers in near real-time. 

9) Feedback Loop: The insights or actions derived from the processed data can be used to provide feedback and 

optimize the IoT system's performance. For example, adjusting sensor thresholds, improving predictive models, 

or triggering automated responses based on the analysis results. 

Overall, feature extraction and data processing using IoT play a crucial role in transforming raw data collected from 

IoT devices into meaningful information and actionable insights for various applications such as smart homes, 

industrial monitoring, healthcare, or environmental monitoring and traffic management. Using Rank and percentile 

approach for the feature selection the following six features were found to be most relevant attributes for the data 

analysis and modelling. 

Table 1 Rank and percentile 

Sl. No. Attribute Selection 

Attribute Name Rank Percent 

1 Speed 1 95.00 

2 Num Reads
 

1 95.00 

3 Hour 3 85.00 

4 Zip Codes 3 85.00 

5 Region 5 55.00 

6 Bus Count 5 55.00 

  

To analyse different prediction models, performance metrics such as TP Rate, FP Rate, precision and recall were 

used. These parameters are derived from a confusion matrix that shows the different ways in which the classification 

model gets confused when making predictions. 

True Positive (TP) as in [11]refers to the number of predictions where the classifier correctly predicts the positive 

class as positive. 

True Negative (TN)refers to the number of predictions where the classifier correctly predicts the negative class as 

negative. 
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False Positive (FP)refers to the number of predictions where the classifier incorrectly predicts the negative class as 

positive. 

False Negative (FN)refers to the number of predictions where the classifier incorrectly predicts the positive class as 

negative. 

 

Figure 3 Confusion Matrix 

ML PREDICTIVE MODEL ANALYSIS (LOW TRAFFIC) 

Predictive machine learning models for smart transportation provide  insights and data-driven solutions to solve 

complex urban mobility challenges. These models leverage large data sets from traffic sensors, GPS devices, and a 

variety of sources to predict traffic patterns, optimize routes, and improve public transportation systems. By 

leveraging real-time and historical  data, they enable more efficient traffic management, reduce congestion, improve 

user experience, and promote sustainable transportation practices. Furthermore, these predictive models have the 

potential to play a central role in shaping future transportation policies and infrastructure developments for smarter 

and more accessible cities. The Weka tool is used to analyze Nine different classification machine learning 

algorithms. For the analysis of various predictive models, the performance measure like TP Rate, FP Rate, Precision 

and Recall were being used. Udaipur data set extracted from tomtom Server as in [12]was used with following 

features to analyze Machine Learning algorithms. 

Table 2 Classifiers Performance Measure 

Sl. No. Class Label: Low Traffic  

Classifier TP Rate FP Rate Precision Recall 

1 Bayes Net 0.976 0.000 1.000 0.976 

2 Naïve Bayes 0.971 0.060 0.996 0.971 

3 Logistic 0.972 0.134 0.990 0.972 

4 SM0 0.987 0.164 0.988 0.987 

5 IBK 0.991 0.328 0.977 0.991 

6 KStar 0.991 0.328 0.977 0.991 

7 MultiClass Classifier 0.972 0.134 0.990 0.972 

8 Random Forest 1.000 0.179 0.987 1.000 

9 Random Tress 0.994 0.284 0.980 0.994 

 

TP Rate as in[13]is used to measure the percentage of actual positives which are correctly identified by 

modelAccording to the performance measure TP rate for class label: Low Traffic it was found that the highest true 

positive rate was of the classifier Random Forest with value 1, followed by 0.994, 0.991 and 0.991 of Random Tree, 

IBK and KStar respectively whereas the lowest TP rate was found to be of the classifiers Naïve Bayes, Logistic and 
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Multiclass with values 0.971,0.972 and 0.972 respectively. Overall, it can be interpreted the most appropriate 

classifier based on the performance measure TP rate is found to be Random Forest. The "Random Forest" classifier 

appears to perform exceptionally well, with a TP Rate of 1.000, indicating perfect performance in distinguishing 

"Low Traffic" instances. 

 

Figure 4  TP Rate for Class Label: Low Traffic 

FP Rate also known as Type - I error is used to measure the percentage of actual positives which are incorrectly 

identified by model.Based on the performance measure FP rate for class label: Low Traffic it was found that the 

lowest false positive rate was of the classifier Bayes Net with value 0.000, followed by 0.06 of Navie Bayes whereas 

the highest FP rate was found to be of the classifiers IBK and KStar with values 0.328 each. Overall, it can be 

interpreted the most appropriate classifier based on the performance measure FP rate is found to be Bayes Net with 

lowest FP rate value. 

 

Figure 5 FP Rate for Class Label: Low Traffic 

Precision as in [14] is the quality of a positive prediction made by the model. Precision refers to the number of True 

Positives divided by the total number of Positive predictions. 

Precision =                                   (1) 

According to the performance measure precision for class label: Low Traffic it was found that the highest precision 

value was of the classifier Bayes Net with value 1, followed by 0.996, 0.99 and 0.99 of Naïve Bayes, SMO and 
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Multiclass classifier respectively whereas the lowest precision value was found to be of the classifiers IBK and 

KStar with values 0.977 each. Overall, it can be interpreted the most appropriate classifier based on the performance 

measure precision is found to be Bayes Net. 

 

Figure 6 Precision for Class Label: Low Traffic 

Recall as in[15]is the measures of how well a machine learning model can detect positive instances. It is also called 

as Sensitivity.Sensitivity refers to the number of true positives divided by the sum of True Positives and False 

Negatives. The model with high Sensitivity will have significantly fewer False Negatives. 

Sensitivity or Recall =                                   (2) 

Based on the performance measure recall for class label: Low Traffic it was found that the highest recall value was 

of the classifier Randon Forest with value 1.00, followed by 0.991 and 0.991 of IBK and KStar respectively whereas 

the lowest recall value was found to be of the classifiers Navie Bayes, Logistic and Multiclass with values 0.971, 

0.972 and 0.972 respectively. Overall, it can be interpreted the most appropriate classifier based on the performance 

measure recall is found to be Random Forest. 

 

Figure 7 Recall for Class Label: Low Traffic 
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ML Predictive Model Analysis (High Traffic) 

Sl. No.                          Class Label: High Traffic  

Classifier TP Rate FP Rate Precision Recall 

1 Bayes Net 1.000 0.024 0.753 1.000 

2 Naïve Bayes 0.940 0.029 0.700 0.940 

3 Logistic 0.866 0.028 0.690 0.866 

4 SM0 0.836 0.013 0.824 0.836 

5 IBK 0.672 0.009 0.849 0.672 

6 KStar 0.672 0.009 0.849 0.672 

7 MultiClass Classifier 0.866 0.028 0.690 0.866 

8 Random Forest 0.821 0.000 1.000 0.821 

9 Random Tress 0.716 0.006    0.716  

 

According to the performance measure TP rate for class label: Heavy Traffic it was found that the highest true 

positive rate was of the classifier Bayes Net with value 1.0, followed by 0.94 , 0.866 and 0.866 of Naïve Bayes, 

Logistic and  Multiclass respectively whereas the lowest TP rate was found to be of the classifiers IBK and KStar 

with values 0.672 each. Overall, it can be interpreted the most appropriate classifier based on the performance 

measure TP rate is Bayes Net. 

 

Figure 8 TP Rate for Class Label: Heavy Traffic 

Based on the performance measure FP rate for class label: Heavy Traffic it was found that the lowest false positive 

rate was of the classifier Random Forest with value 0.00, followed by 0.006 of Random Tree whereas the highest FP 

rate was found to be of the classifiers Naïve Bayes, Logistic and Multiclass with values 0.029, 0.028 and 0.028 

respectively. Overall, it can be interpreted the most appropriate classifier based on the performance measure FP rate 

is found to be Random Forest with lowest FP rate value. 

According to the performance measure precision class label: Heavy Traffic it was found that the highest precision 

value was of the classifier Randon Forest with value 1.0, followed by 0.889, 0.849 and 0.849 of Random Tree, IBK 

and KStar respectively whereas the lowest precision value was found to be of the classifiers Logistic, Multiclass and 

Naïve Bayes with values 0.69, 0.69 and 0.7 respectively. Overall, it can be interpreted the most appropriate classifier 

based on the performance measure precision is found to be Random Forest. 

Based on the performance measure recall class label: Heavy Traffic it was found that the highest recall value was of 

the classifier Bayes Net with value 1.0, followed by 0.94 , 0.866 and 0.866 of Naïve Bayes, Logistic and Multiclass 

respectively whereas the lowest recall value was found to be of the classifiers IBK and KStar with values 0.821 
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each. Overall, it can be interpreted the most appropriate classifier based on the performance measure recall is found 

to be Bayes Net. 

 

Figure 9 FP Rate for Class Label: Heavy Traffic 

 

Figure 10 Precision for Class Label: Heavy Traffic 

 

Figure 11 Recall for Class Label: Heavy Traffic 
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SUMMARY 

The major findings related to the comparative analysis of machine learning predictive models using Weighted Sum 

Model (WSM) approach is shown below. 

1. Random Forest is the best and most appropriate classifier for traffic congestion control and traffic flow as it is 

having the highest score of 0.98. 

2. Bayes Net is the second most appropriate algorithm with score of 0.6530 

3. The third best classifier being identified is SMO with score of 0.4871.  

For predicting the Udaipur traffic flow Random Forest is the most appropriate algorithm. 

Table 3 Weighted sum model 

Classification Models Score (Weighted Sum) 

Random Forest 0.9800 

Bayes Net 0.6530 

SMO 0.4871 

Random Tree 0.4110 

Naïve Bayes 0.3111 

KStar 0.1745 

Logistic 0.1406 

MultiClass Classifier 0.1406 

IBK 0.0679 

 

CONCLUSION AND FUTURE WORK 

Machine learning algorithms provide powerful capabilities for a variety of tasks when provided with high-quality, 

validated data. Maintaining model accuracy over time requires continuous model monitoring and adjustment. This 

approach includes real-time data analysis, model retraining  as data evolves, and automatic deployment of updated 

models to ensure sustained performance and relevancy. A K-fold cross-validation approach is required. A fold is a 

set of records in a dataset, and k is the number of folds that affects the performance and reliability of the model. In 

general, higher values of k increase variance and computational cost, but decrease bias.Furthermore, Data Analysis 

with class label of different traffic densities apart from Low Traffic and high traffic will increase the accuracy and 

reliability of the model. 
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Abstract. Certificate Authentication is a big challenging task in socio economic country like 

India. 28 states and 8 union territories with diversified cultures and languages makes it big 

voluminous task. There is urgent need to automate this authentication task. This paper 

proposes the cloud based certificate authentication. Google cloud services are used to 

automate authentication process.  Vision API and flask framework is explored which allows 

developers to easily integrate vision detection features within applications including Image 

labeling, Face and landmark detection, Optical character recognition , Tagging of explicit 

contents. The proposed arrangement make use Cloud Vision API optical character 

recognition to infer presence of required fields in scanned pdf. Recognized fields will be 

communicated in the output report. 

Keywords: Caste Authentication, Google cloud vision, Open computer vision, Optical 

character recognition, APISetu, Google Cloud Vision, Application program interface, Cloud 

bucket. 

1 Literature review 

H. Gaikwad, N. D’Souza, R. Gupta and A. K. Tripathy(2021) found millions of 

students every year go through lengthy and cumbersome process of document 

verification for their higher studies. This results in significant overhead as 

documents are transferred between institutions for verification. There is a need for 

an automated credential verification system which can reduce the time required for 

the document verification process. They have used Blockchain Technology that can 

be used to reduce overhead and reduce the time taken for document verification 



 

 

from days to mere seconds. 

 

Jignasha Dalal Meenaland Chaturvedi Himani Gandre and Sanjana 

Thombare(2020) proposed solution of biometric to access all the previous degree 

certificates of a students using blockchain. The students will submit the hash of their 

biometric and a unique phrase. This hash will be stored on the blockchain. The 

degree certificate for a student will be issued by the college authorities. They will 

upload the hash of digitally signed certificate on the blockchain. They proposed to 

link documents with person’s identity without involving a third party. 

 

 

D. Vaithiyanathan and M. Muniraj(2019) has worked on “Cloud based Text 

extraction using Google Cloud Vison for Visually Impaired applications”. They 

have designed assistive device called smart reader that is capable of capturing an 

image from a camera and extract the text from the captured image. Text is converted 

to speech as voice based output to assist the visually impaired people.   

2 Introduction  

This paper will emphasize on Google services and it’s API for developing cloud 

based certificate authentication system. Manual authentication of certificates for 

senior citizens, students & citizens belonging to certain gender and community 

becomes sometimes confusing and time consuming. The inspector who validates 

documents for giving travel concession needs substantial amount of proof and 

supporting documents to authenticate certificates. Citizens specially senior citizens 

sometimes have to face stressful situation due to delayed and cumbersome 

authentication process. Recently Maharashtra state in India has given complete state 

transport travel free to senior citizens above 75 years. Our proposed solution 

consists of a cloud web app which will have a front-end to get applicant details, 

certificate submission and requesting authentication, along with a Google cloud 

backend which will have three modules: An OCR API module to extract applicant 

details from certificates, An compare module to compare extracted details with 

submitted details and a report module to send and display authenticated data stored 

in the cloud storage. Google cloud is acting as third party trusted centralised 

authority which provides software as service and centralized storage for 

authentication of certificates against distributed systems which uses blockchain 

technology to authenticate academic certificates[1]. 

With the advancement in the field of computer vision Artificial intelligence it is 
possible to extract text using OCR[2]. Pattern recognition technique in optical 
character recognition provides accurate results in extracting text from the various 
document formats such as JPG & PDF. Automation of authentication process 
reduces the administrative overhead by minimizing the use of paper and curtailing 



 

 

the verification process. It provides a Real-Time verification module enabling 
agencies to verify data directly from issuers after obtaining user consent[3-10]. 

     The proposed certificate authentication model for travel concession is Organized 

into following sections, Authentication System,  System Design,  Experimental 

Results,  Summary, Conclusion and Future Work.  

3     Authentication System  

The main aim is to develop quick and easy to use cloud based certificate 
authentication system which uses centralize cloud SQL database to compare OCR 
API extracted features with the stored features collected from user with the help of 
front end designed using HTML and JavaScript. Google cloud vision OCR 
Functions are used to recognize the text in pdf document and are used to convert 
pdf image into accessible electronic text[10-17].  

To overcome the drawback of fraudulent intentions of applicant and forged 

documents two level Authentication system Local Level and Government Server 

level is proposed as in Fig 1.  

 

 

 

 

 

Fig. 1. Authentication types 

3.1  Local Level Authentication  

For Local level authentication OCR extracted text is compared with the stored cloud 
SQL database. Cloud SQL is Fully managed relational database service for MySQL, 
PostgreSQL, and SQL Server with rich extension collections, configuration flags, 
and developer ecosystems. Cloud SQL has many advantages like reduced 
maintenance cost, fully reliable and secured 24/7 service, server instances can be 
scaled effortlessly when demand increases. 

 

3.2  Government Level Authentication  

After successful comparison of all required attributes second level is proposed 
which has some government restrictions like GST Number. For Government server 
level APISetu or uidia.gov.in site can be used. APISetu provides single platform 
access to information from multiple sources. It can be used for a variety of use cases 
such Know Your Client (KYC) and other authentication services. 



 

 

4   System Design 

The cloud web application program is designed to authenticate local fields like 

Certificate type, name of applicant, state, Aadhaar card, Date of Birth, Age & 

School name. Front end is designed in HTML and backend code is written in python 

and flask framework. 

     Google Cloud vision API technology identify the content of an image with the 

help of powerful machine learning models. REST API in Google Cloud Vision API 

enables developers to understand the content of an image by encapsulating powerful 

machine learning models. It has powerful pre-trained machine learning models. It 

offers powerful image analysis, insight from your images, detect and classify 

multiple objects including the location of each object within the image. & detect 

required content. It can read printed and handwritten text, and build valuable 

metadata into your image Cloud vision API can be used with Auto ML Vision to 

automate the training of your own custom machine learning models. These models 

can be optimized for accuracy, latency and size.  

     Google Cloud vision AI is designed to understand text with pre trained vision 

API models. The research motivation and the will to explore more about Cloud 

vision API is created after knowing the applications of the big companies like New 

York Times and box. New York Times is using Google cloud to preserve the visual 

history by finding out many untold stories in millions of archived photo’s & Box 

company is using image recognition and OCR API of Google Cloud vision for 

content management. Cloud vision technology has enabled New York Times to 

unveil more than a century of global events that have shaped our modern world. The 

New York Times built a processing pipeline that stores and processes the photos 

and will use cloud technology to process and recognize text, handwriting and other 

details that can be found in the images. Box company extracted printed words from 

the scanned image and then returned labels and recognized characters in JSON 

responses. Fig. 2 shows the System Design. 

 

 

 

 

 

 

 

Fig. 2. Uploading credentials 

Since certificate authentication is most widely used for students bus fare concession, 

Senior citizen bus fare in india therefore sample student certificates, Aadhaar card 



 

 

and senior citizen Aadhaar card were selected for developed cloud based software 

testing. Another area where certificate authentication is used for students belonging 

to Schedule caste, Schedule Tribe and Other backward class category in India. 

 

     Front end is designed using HTML forms to get required details /  records from 

the student. All these records are maintained in cloud SQL tables. Cloud SQL is 

fully managed relational database service for MySQL, PostgreSQL, and SQL 

Server with rich extension collections, configuration flags and developer 

ecosystems. It provides reliable, secure and scalable solution for cloud data base 

which ensure that operations should run 24 * 7 for 365 days without any disruptions. 

Cloud SQL automates all your backups, replication, encryption patches, and 

capacity increases—while ensuring greater than 99.95% availability, anywhere in 

the world. 

 

     Three cloud SQL Tables, Testify table, Reference Table and Flag Table were 

created using SQL  CREATE TABLE Query command and  used for HTML form 

backend storage.  

 

4.1  Testify Table  

                                                   Table 1. Testify table  

 
 

 

 

 

Testify_table stores personal details of applicant like name, Email id, state, Unique 

identification number (Aadhaar card), Date of Birth, Age, School name. 

     Unique id Aadhaar Card Number is the key which is used to search particular 

record in Testify_table. To make system more easy to use and user friendly, another 

search options are also included. Different ways SQL data can be searched from 

Testify_table are,  Search by Aadhaar Card Number , Search by Name , Search by 

Email id and Search by School Name. 

 
4.2  Reference Table 

Table 2.  Reference table 
 

 

 
 

Reference table was created with the aim to provide reference for caste certificate 
file storage in Google Cloud storage buckets. Reference table helps designed code 



 

 

to understand which certificates are uploaded in backend. The Null entry in 
Certificate type column indicates that file is not uploaded in cloud bucket. Code can 
be designed to send email message “Certificate type not uploaded” to applicant.  

4.3  Flag Table 

 Table. 3  Flag Table 

 

      

 

 

 

 

 

 

 

 
 

 

 

Flag table  was created to mark different conditions of file upload to know whether 
required caste certificates for authentication are loaded or not. Flags in flag table 
are basically sequence of pre-defined binary bits which holds true / logic 1 when 
required certificates are uploaded and false / logic 0 when required certificates are 
not available in cloud storage bucket. 

4.4  Process Model 

 
Process flow is depicted in Fig.3 When user types URL on address bar of Browser, 

it get’s designed HTML index Form for inputting data like Name, Email id, state, 

Aadhaar card Number, Date of Birth, Age, School name. All these details are loaded 

in Testify_table ( Table 1 ). Upon pressing next button in HTML index Form it will 

display another form to upload required scanned pdf files like Aadhaar card & Bus 

ticket conession application form. All these pdf files will be loaded in Google cloud 

bucket which is created in Google cloud storage. Once the files will be loaded in 

Google cloud bucket then reference table ( Table 2) will be updated with Aadhaar 

card Number, File name prefixed by Aadhaar card Number & Certificate type. To 

know whether applicant has uploaded required document or not flag_table is 

updated with logic 1 for particular document. Logic is shown in (Table 3). Main 

Program in Google cloud will read Upload_Flag for particular certificate from 

Flag_Table and will invoke OCR API code for reading Certificates. 

 



 

 

     OCR API has async_batch_annotate_files() annotation function which detect 

text and image for a batch of generic files, such as PDF documents at once. This 

function can be invoked in python language by importing vision module from 

google cloud which will generate unstructured data which is stored in Blob list.  

Blob is object storage solution for the cloud. It is optimized for storing massive 

amounts of unstructured data such as text or image binary data. Blob data is  

converted into JSON string data, which is finally converted into text format to 

search required text field is present or not.  

 

     Training code is required to train designed software about the format used in the 

uploaded document. Execute Verify function to find required text field is available 

as per trained model. If required text (name, state, city, date of birth, age etc) is 

found then document verified_flag will be updated to logic 1 and output report is 

generated where the verified column holds identified / not identied condition.The 

fields identified will be notified in “Fields verified” column. 

 

 
Fig. 3.  Design Flow chart 



 

 

 

5   Experimental Results 

5.1  Front end Dashboard 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Front end 

Snap shot of front end is given in fig 4. The objective of front end is pleasent and 

convenient user interface. Front end has three menu options,  Dashboard, Search 

and Reports. Dashboard has designed HTML form to take applicant details and tab 

for Document Upload. All entries are recieved from user are loaded in SQL 

testify_table of SQL instance data base as shown in Table 4.  

 
Table. 4  Flag Table  

 

 

 

 

After Applicant details are entered, user is prompted to upload Aadhaar card and 

concession form details as shown in fig. 5. Due to functional limitations we have 

restricted file upload to pdf only. With modification other files format upload can 

also be allowed. After uploading, documents are stored in Google cloud bucket and 

designed code will update Reference table with the details as shown in Table 5. 

 

 



 

 

 

 

 

 

 

 

 

 
Fig. 5. Document upload 

Table. 5  Flag Table 

 

5.2  Front end Search 

 
Effective search always improve productivity, enhances decision making and makes 

management easier. Fig. 6. Shows search options. 

 
 

 
 

 

 

 

 

Fig. 6. Search options 



 

 

Different search options enable administrator to search records by Aadhaar card 

Number (Unique identification number), Search by Name, Search by Email id and 

Search by School Name.  

5.3  Front end Reports 

Reports gives you real time information at your finger tips and improves speed in 

decision making. Efficient reports always save allot of time and makes management 

easier. If required fields in certificate are not authenticated or wrong certificates are 

uploaded then software is generating output shown in fig. 7. Output for correct 

certificate upload is shown in fig. 8. 

 

 

 

   Fig. 7. Report with wrong certificate upload 

 

 

 

 

 
Fig. 8. Report with valid certificate upload 

 

6   Summary 

 To overcome misery of slow and manual authentication work and to keep pace with 

emerging trends and innovation this project was selected. This project has explored 

the world of artificial intelligence to uplift society by revolutionizing smart work 

culture in society. 

     There was big question in front of us whether to develop independent PC 

Application or to develop cloud based software. Looking at several merits like  

scalability, availability, advance security, data loss prevention and collaborative 

work environment the cloud project was selected. There are four major cloud 

service providers in the world, Microsoft AZURE, Amazon Web Services(AWS), 

IBM cloud services and google cloud platform (GCP). Google cloud platform was 

selected due to its economical charges and localised services.  



 

 

     Artificial intelligence computer vision technology has opened doors for various 

innovations, image to text conversion using OCR API is one of them. various 

functions are developed in cloud technology to convert single or group of images 

into text. Various formats like PDF and JPEG are converted into JSON formats and 

finally into text formats for editing, this text can be used to compare with required 

fields for getting desired results. Lakhs of images can be converted and compared 

in very less time using cloud technology, which is practically not possible for human 

being. 

7   Conclusion and Future Work 

We have investigated use of Google cloud vision AI - API for certificate 
authentication. This cloud automation will simplify authentication process of 
concession issuing authority up to great extent and speed up process of issuing 
concession in smart cities. The main practical limitation of this project is second 
level authentication, which is not possible without the help of Government servers. 
With the help of Govt API available on site https://www.uidai.gov.in/914-
developer-section.html we can opt for second level authentication also in future. 
Face detect feature of Google cloud vision AI – API can be explored for better 
results in future. Allot of work is in progress in cloud vision API and cloud 
technologies. Government of India vision for NRC ( National register for citizens) 
will speed up cloud authentication and automation. 
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Abstract

In every New financial year Company propose Advertisement Budget 
to improve their sales. Estimation of Advertisement Budget is not easy 
task as it involves financial parameters. Managers are always 
interested to know prediction model for sales which is function of 
Advertisement expenses. 

This paper will develop Sales prediction model using simple linear 
regression. The model will be built using the training dataset to 
estimate the regression parameters. The method of Ordinary Least 
Squares (OLS) will be used to estimate the regression parameters using 
python. Regression model will be validated to ensure goodness of fit 
before it can be used for practical application. The single variable 
regression is the limitation of this model. In future multiple variables 
can be calculated using multiple linear regression model using python.

Keywords:

Simple linear regression, Ordinary Least Square (OLS), Training & 
validation data, Sum square regression (SST), Total sum of squares 
(SSR).

Introduction

This paper will develop sales prediction model using Simple Linear 
regression. sales prediction has two main methods(1) Qualitative 
method, (2) Quantitative method [3].Some of the Qualitative methods 
are Expert's Opinion Method, Sales Force Composite Method, Survey 
of Buyer's Expectations, Historical Analogy Method, Jury of 
Executive Opinions & Leading Indicators Method.

Some of the Quantitative methods areTest Marketing, Time Series 
Analysis, Moving Average Method, Exponential Smoothing Method, 
Regression Analysis&Econometric Models.

This paper will explore sales prediction using regression analysis due 
to its lower time complexity as compare to some of the other algorithm, 
Furthermore, these models can be trained easily and efficiently even on 
systems with relatively low computational power when compared to 
other complex algorithms. Building a regression model is an iterative 
process and several iterations may be required before finalizing the 
appropriate model [2]. Regression model is Organized in following 
sections.
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ØSection – I: Simple Linear regression Where 

ØSection – II: Ordinary least square(OLS) Method. Yi =Value of the ith observation of the dependent variable

ØSection – III: Results& Model Diagnostics. Xi = Independent variable of ith observation

ØSection – IV: Conclusion åi = random error (residuals) in predicting thevalue of Yi

Simple Linear Regression â0 & â1 = regression parameters

Simple linear regression (SLR) is a statistical technique Ordinary least square (OLS) Method
which uses the existence of an association relationship 

Equation (1) can be re written as 
between a dependent variable (outcome variable) and an 
independent variable(predictor/feature variable). åi = Yi - â0 - â1 Xi         (2)

The functional form of SLR is as follows The regression parameters â0& â1 are estimated by 
minimizing the sum of squared errors(SSE)

  Yi = â0 + â1 Xi + åi                                   (1)

For OLS Analysis total 52 sample companies data is taken from 12 different industries.
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Table – 1:Data Source[6]: June 2020 Sample data of Python for building statistical models. OLS(Oridnary least 
Advertising Ratios & Budgets from Schonfeld-Associates- square) API available in statsmodel.api is used for 
Inc-v417 of Market Research.com estimation of parameters for simple linear rgression model.

We will develop an simple regression model to understand D.  Splitting the Dataset into Training and Validation 
and predictpercentage sales revenue growth on the Set
percentage advertisement growth.

The data is divided into two subsets training data set and 
B. Creating Feature Set(X) and Outcome Variable(Y) validation data set. The proportion of training dataset is 
Using Python usually between 70% and 80% of the data and the 

remaining data is used for validation data. We have taken 
The OLS model takes two parameters Y and X.In our 

train_size = 0.8which implies that 80% of the data will be 
example percentage advertisement growth will be X and 

used for training the model and remaining 20% will be used 
percentage sales revenue growth will be Y.We will split 

for validating the model. The records that are selected for 
data set into two sets, training & validation set. Trainng set 

training and test set are randomly sampled using python 
will  be used to train algorithm to predict output. Validation 

functions which returns four variables as shown below.
set will be used to test accuracy & efficiency.

train_X = feature values of the training set
C. Python for Building Regression Model

train_Y = response values of the training set
Python language is used as tool for building regression 
model for sales prediction. The statsmodel library is used in test_X = feature values of the test set

Volume 14 issue 2 August 2021

Table - 1 shows the sample percentage revenue growth & percentage advertisement growth 
for Electromedical & Electrotheraputic Appartus.
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test_Y = response values of the test set E. Finding estimated parameters 



www.pbr.co.in

Volume 14 issue 2 August 2021

51



www.pbr.co.inwww.pbr.co.in

Pacific Business Review (International)

52

The above equation indicates that R2 is directly or below indicate low, between 0.13 (13%) to 0.25 (25%) 
proportional to difference between the square sum of values indicate medium& 0.26 (26%) or above values 
variations in y w.r.t  mean and square sum of variations in y indicate high. Our model explains 20.8% of the variance in 
w.r.t estimated value. the validation set, so it is reasonably good fit.

Not good fit: Conclusion

Smaller R2 value indicates that SSR value is large and close The simple linear regression model using ordinary least 
to SST which indicates that variation in y w.r.t estimated square (OLS) method shows functional relationship 
value is large & close to variation in y w.r.t   mean, which is between the outcome variable (Sales revenue growth in %) 
not good fit. and the feature (advertisement growth in %). The model 

validation is investigated using R2 technique to ensure 
Good fit: 

goodness of fit.while an R-square as low as 10% is 
Large R2 value indicates that SSR value is very small generally accepted for studies in the field of arts, 
(actual values of y are close to estimated values of y) and humanities and social sciences because human behavior 
not close to SST, which indicates that variation in y w.r.t cannot be accurately predicted, therefore, a low R-square is 
estimated value is not close to variation in y w.r.t mean, often not a problem in studies in the arts, humanities and 
which is a good fit. social science field. There are various other control 

parameters which affects the value of R-square. Therefore, 
Results & Model Diagnostics

in order to extend scope of this research various social 
A. Estimated Model science characteristics like age, gender, motivation 

towards product and festive season should be included as 
Using python as tool parameters of regression model are 

control variables in analysis.
calculated as shown below.

References: 
Using 80% training data set 

[1] Core Python Programming by Dr.R.Nageswara Rao 
second edition dreamtechPress.
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