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PREFACE 

The increase in the smart city initiatives in the past decades has made the world 

community appreciate the depth of the complicated problems of the urban settings and 

they appear to be in desperate need of the new ideas how to deal with them. It is 

undeniable that the world is getting more and more connected and the pace of 

urbanization is quickly increasing. This situation makes it much more promising that a 

variety of smart technologies and systems can be put into practice to effectively increase 

the efficiency and sustainability of urban systems and significantly enhance the quality 

of life for city inhabitants. 

The given thesis represents the outcome of the thorough investigation and further 

studies which shows how machine learning algorithms may be used to solve major 

commuting issues in smart cities. By combining the cross-system perspective of 

computer science, urban planning, and data analytics, the study explores the complex 

dance between technological creativity and municipal management. 

Such a trip is not about reaching the sizeable figure; rather, it is about the travel itself. 

It navigates the universe of machine learning methods, starting from the classical 

algorithms to the cutting-edge ones submitted to the differentiable nature of the 

challenges of smart cities, to determine which one offers the most suitable and effective 

solution to all these predicaments. Careful experimentation and comparative analysis 

of different machine learning approaches are the major pillars of this research. It 

refrains from settling on the side of the various algorithms and consensus is reached on 

their effectiveness in real world based on the findings. 

I firmly hope that the claim presented herein contributes significantly to the ongoing 

discussion of the design, implementation, and another international level matter of 

smart cities governance. The proposed research is divided into six chapters, which gives 

complete roadmap of the research scope and implementation. 

Chapter – 1 Introduction: 

It emphasizes on the basic terminology of research topic, it creates awareness about 

requirement of smart transportation in smart city, merits and demerits of this 

terminology. This chapter highlights the critical transportation issues such as traffic 



iv 
 

congestion, seat availability, bus tracking system, lack of bus interval information, and 

the need for enhanced passenger communication tools such as public addressing 

system. It also discuss role of Internet of Things, Artificial Intelligence and Machine 

learning Algorithms in effectively addressing commuting issues in smart cities. 

Chapter – 2 Literature Review: 

It focuses on the groundwork done on smart transportation till date. Its manifest will be 

to denote gaps in research already done. It highlights the innovative work done or 

proposed by various Authors in the relevant fields. 

Chapter – 3 Research Methodology: 

This chapter signify the role of different research methodologies adopted to study a 

research problem, along with the underlying logic behind them. This chapter also 

include, Hypothesis to be tested, Scope of study, various IOT data collection methods, 

research design and different tools required for analysis of machine learning algorithms.  

Chapter – 4 Feature Extraction and Data Processing using IoT: 

This chapter focuses on features selection and data processing. Feature extraction aims 

to reduce the number of features in a dataset by selecting required features from the 

existing ones (and then discarding the redundant features). These new reduced set of 

features were being summarize most of the information contained in the original set of 

features. Out of twenty one features, only seven features were filtered using eight 

feature selection Machine learning algorithms. 

Chapter – 5 Utilization of AI and ML Prediction Algorithms: 

This chapter discuss how we can make use of Artificial Intelligence and Machine 

Learning algorithms for predicting Traffic congestion. Machine learns from 

experiences; Algorithms develop multiple models and each model is analogous to an 

experience. The main objective of Machine Learning algorithm is to improve prediction 

accuracy for Traffic congestion. This doctoral thesis embarks on a detailed exploration 

of nine prominent machine learning algorithms, evaluating their performance across a 

spectrum of critical performance metrics. The primary objective of this research is to 

conduct a rigorous comparative analysis of machine learning algorithms, shedding light 

on their strengths, weaknesses, and applicability in diverse scenarios. The evaluation 
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framework encompasses an array of performance parameters, including accuracy, 

incorrectly classified instances, kappa statistics, and various aspects of the confusion 

matrix such as true positives (TP), true negatives (TN), false positives (FP), false 

negatives (FN), precision, recall, and F-measure. The nine machine learning algorithms 

listed below are selected for this study represent a comprehensive spectrum of 

techniques commonly employed in real-world applications: 

1. Bayes Net 

2. Naïve Bayes 

3. Logistic 

4. SMO 

5. IBk 

6. KStar 

7. MultiClass Classifier 

8. Random Forest 

9. RandomTree 

This research contributes to the field of machine learning by offering a systematic 

comparative and in-depth analysis of nine prominent algorithms based on a set of 

performance parameters. Each algorithm is thoroughly analyzed and compared based 

on their performance using Udaipur traffic data set obtained from TOMTOM server. 

To assess the performance and ability of Machine learning models, K fold cross 

validation techniques and percentage split methods are used. K-Fold cross-validation 

involves splitting the dataset into K subsets (or folds) of approximately equal size. The 

model is trained K times, each time using K-1 folds as training data and the remaining 

fold as validation data. 10 fold, 25 fold and 30% split cases are analyzed for thesis. 

Finally this doctoral thesis inquiries intellectual landscape through a focused 

hypothesis-driven study aimed at investigating usefulness of different technologies and 

different machine learning algorithms in solving commuting problems in smart cities. 

Chapter – 6 Conclusion and Future Scope: 

Last chapter put emphasis on the culmination of research on smart commuting and 

future improvisation that can be done, as learning is continuous process for any field of 

research and development. It also  leave some open questions to be investigated in 

future for researchers. 
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